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Section 1.
Executive Overview

A January 1988 survey of forty top defense contractors by the CALS Industry
Steering Group resulted in the following observations about the current
environment for managing weapon system technical data:

* Significant investments have been made in computer-aided
technology; however,
- less than 20% of the companies are more than 50% automated,
- complete automation is projected to be ten years away,
- most companies use multiple vendor systems.

* Virtually all contractors have some capability to deliver digital data
to the government, but only a small percentage is actually delivered
digitally.

* Most companies have or plan to have at least partial digital
interface with suppliers.

* Most companies are considering the development of a common
shared database using relational technology.

e Although a high percentage of the contractors support current
standards, advances are needed in most of the major technical areas.

As this survey points out, the Aerospace/Defense industry is headed in a
direction of full automation based on common shared databases, and industry
will generally be capable of providing on-line access to weapon system specific
data as a service to DoD during the 1990s. The challenge for DoD is to provide
an incentive to support and, hopefully, accelerate these trends. It is also
important, however, that DoD clearly define its expectatior~ in terms of the
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emerging shared data environment. This is the overriding purpose of CALS
Phase II.

Recent policy guidance issued by the Deputy Secretary of Defense already
requires that weapon systems now in full-scale development or production be
reviewed for opportunities to improve quality or reduce costs by providing
digital delivery or direct access to contractor technical information. This
policy guidance not only makes current CALS Phase I technical data exchange
standards an important consideration for current and future weapon system
acquisition programs, it sets the stage for CALS Phase II: controlled on-line
access by appropriate elements of the DoD to integrated digital technical
information stored in shared databases maintained throughout the weapon
system life cycle by various members of the weapon system contractor team.

The concept of CALS Phase II is based on the premise that a carefully defined
strategy to automate, integrate, and manage product definition and support
technical data will significantly reduce weapon systems life cycle costs, while
simultaneously improving the quality of the weapon system and its support
processes and, therefore, defense readiness. Such an automation strategy will
also improve the competitiveness of the U.S. defense industry and ultimately
the U.S. manufacturing industrial base. The result will be a win-win
environment for both government and industry. For this result to occur,
however, defense prime contractors, subcontractors, vendors, and computer
technology suppliers must cooperate closely with the government and with
each other to establish a common vision and framework for industrial
networking and database sharing. The CALS Phase Il initiative is intended to
serve as a catalyst to establish that common vision.

Critical Success Factors

Although most, if not all, of the concepts and technology required for CALS
Phase II have been demonstrated by various individual contractors, a number
of managerial and technical issues must be addressed in order to establish a
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broadly accepted common approach. The critical success factors for industry
establishment of a CALS Phase II environment include:

¢  Clear delineation of responsibilities and authorities for technical
data creation, maintenance, and access;

*  Functional integration of design, manufacturing, and support
processes;

¢ Logical data integration strategies necessary to ensure
configuration control, security, currency, accuracy, and
comprehensive representation of weapon system technical
information;

* Integration of Government Furnished Information (GFI) with
contractor-generated technical information;

¢ Open system interconnection and data portability between
contractor and government technical information systems;

*  Evolutionary integration strategies that accommodate near-term
usage of legacy systems.

Summary of Key Architectural Constructs and Their Relationships

This "Preliminary CALS Phase II Architecture” report is the first step toward
defining the basic DoD expectations regarding the types and methods of
information services that will be provided to the DoD by contractors from a
shared data environment. The set of capabilities and resultng technical
information services provided to the DoD by a weapon system contracting
team is referred to as "Contractor Integrated Technical Information Service
(CITIS)." Contractor Integrated Technical Information Service is provided for
a specific weapon system through the use of "integrated" ADP systems from
many different suppliers cooperating in the various stages of the weapon
system life cycle. Therefore, the CALS Phase II Architecture must address
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inter-enterprise integration, linking primes, co-primes, and subcontractors
with each other and with various government organizations, as well as intra-
enterprise integration, linking program management, engineering,

manufacturing, and support functions within an enterprise.

The CALS Phase I Architecture has been defined from three different
perspectives. The description of the life cvcle activities and end-user
information services constitutes the External Architecture. The description of

the computer hardware and software systems that inter-connect to provide
the delivery mechanism for information services constitutes the Internal
Architecture. The description of the logical rules which gu.de the integration
of functions, data, and automation technology constitute the Control
Architecture. The focus of this report is to outline a strategy for establishment
of a generic Control Architecture that will serve as a reference model for
providing Contractor Irtegrated Technical Information Service for specific
weapon system programs. Recommendations for specific development
action items are described in Section 6.

Consistent application of the Control Architecture integration rules will
result in an Integrated Weapon System Database (IWSDB) which facilitates
shared technical data throughout the weapon system life cycle. This is not
one huge, centralized database, but a distributed database, which is managed
consistent with a special set of rules called Data Standards. The complete set
of Data Standards defining an TWSDB constitute what is called the CALS Data
Dictionary, which is to be created by methodically extracting data element
definitions from existing and planned mil specs and standards, and
integrating them. The CALS Data Dictionary is to be captured and
maintained in a CALS Data Dictionary System, using established CALS Data
Dictionary Management Procedures.

Other dimensions of integration in the CALS Phase II environment, besides
the data management dimension, are to be defined by Functional Standards,
which define how data are to be generated and used throughout the weapon
system life cycle, and Technical Standards, which define how data are to be
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automated and systems inter-connected. Functional and Technical Standards,
as well as Data Standards, make up the Control Architecture for CALS Phase
II. Most of today's existing standards do not clearly separate the functional,
technical, and data dimensions. MIL-STD-1388 for logistic support analysis
records, for example, defines functional requirements for logistic support
record keeping, defines required data elements, and implies a specific
approach to automation. Many of MIL-STD-1388 data elements, however, are
redundant with other standards, and the implied approach to automation has
not kept pace with commonplace advancements in computing technology.
The long-term objective of the CALS Phase II Control Architecture is to
establish independent Data Standards that support many different Functional
Standards and that can be automated according to various Technical
Standards that evolve over time.

Background

In addition to the review of numerous industry surveys and weapon system
program plans, informal information was gathered regarding existing
programs from a number of leading aerospace companies in order to help
validate the Preliminary CALS Phase II Architecture. The contractors and
programs reviewed include:

* Douglas Aircraft C17 Program

* General Dynamics F16 Program

* Lockheed ATF Program

* McDonnell Aircraft F18 and ATA Programs
* Northrop ATF and B2 Programs

* Rockwell B1B Program

Although all of the existing contractor systems reviewed provide technical
information services within the proposed scope of CALS Phase II CITIS, none
of them covers the total scope; that is, none provides complete weapon
system life cycle technical information services. Existing systems generally fit
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into three categories: integrated design systems, integrated manufacturing
systems, or integrated logistics support systems.

Integrated design systems to date have focused primarily on Preliminary
Design and Full-Scale Development activities and are oriented toward
engineering requirements. Fully automated support for concurrent
engineering is not generally available, but several contractors have internal
development programs to create a shared product definition database for all
disciplines. At least one example of significant use of on-line access to a
shared product definition database was found between a Prime and Co-
Designer, each with a different internal CAD system. A special agreement on
data structures and implementation technology was required along with the
development of custom software in order to link the contractors together.

A number of integrated manufacturing systems can be found that support
direct access to internal design systems. The primary focus of these systems is
on the Production life cycle phase. The ability to automatically plan and
manufacture a part that was designed by another company is not generally
supported. However, significant efforts to demonstrate this capability are
being supported by private industry, as well as DoD.

Integrated logistics support systems are in common use among major defense
contractors. Although these systems are directly accessible by government
organijzations, custom interfaces or special equipment is required and access is
generally limited to "read only." Most of the existing systems are
implemented using traditional hierarchical database management systems.
However, one contractor has made significant progress toward an integrated
relational database development. The primary focus is on the Product
Support Phase of the life cycle and redundant information is usually
maintained by the contractor's internal engineering and manufacturing
organizations, as well as by government organizations and subcontractors.
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CITIS - Contractor Integrated Technical Information Service

The challenge being undertaken in CALS Phase II is to provide a conceptual
framework and a set of standards and guidelines that will not only encourage
integration among these separate "islands of automation” within an
enterprise, but among enterprises participating on a weapon system program.

Contractor Integrated Technical Information Service (CITIS) for a specific
weapon system must be provided by inter-connected computing networks
and application software that are utilized by members of the weapon system
development team to enter, update, manage, and retrieve data from their
own internal technical databases. In addition to requiring integration of the
prime contractor's internal data and processes supporting a specific weapon
system, the CALS Phase II Architecture for CITIS must further specify
integration of prime contractor data and processes with subcontractor and
vendor data and processes and with government-furnished information
(GFI). The logical integration of prime, subcontractor, vendor, and
government information for a specific weapon system creates an Integrated
Weapon System Database (TWSDB).

An IWSDB is intended to provide availability of accurate technical
information to DoD components and industry throughout the lifetime of the
weapon system. A principal objective for establishment of an IWSDB is to
“create data once - use it many times.” Establishment of an IWSDB requires
support by both government and contractor technical information systems,
where contractors provide access to and maintenance of the IWSDB as a
service to the government. Physically, the IWSDB will be distributed over
numerous locations and computing systems, and it may ultimately be
transferred from the contractor team to the government for inaintenance and
control.
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Summary

The purpose of this document is to establish a framework for developing a
common CALS Phase II Architecture and to present a preliminary
architecture that identifies the overall scope, objectives, and critical issues for
development and implementation of Contractor Integrated Technical
Information Service (CITIS). The objective of the Preliminary CALS Phase II
Architecture is to establish a composite "best practice" baseline for use in
further development of a common government and industry vision of an
Integrated Weapon System Database and the supporting technical
information services. The following sections of this report discuss
integration concepts and trends, the overall requirements for future
Contractor Integrated Technical Information Service, and development
strategies and issues.
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Section 2.
Background and Introduction

2.1 Purpose

This report has been produced under the direction of the DoD CALS Office
under one of a number of projects intended to articulate strategies for the use
of current and emerging computer-based technologies to improve both
defense readiness and the productivity and competitiveness of the U.S.
defense industry. The purpose of this report is to provide a “strawman”
architecture for CALS Phase II Contractor Integrated Technical Information
Service (CITIS) that significantly improves the capture, management, and use
of technical product and support data throughout the life cycle of a weapon
system. The target audience for this document includes managers of weapon
system programs, technical systems managers employed by defense prime
contractors, subcontractors, and vendors, and product managers employed by
computer technology suppliers. The report is intended to help establish an
industry and government consensus of the requirements for Contractor
Integrated Technical Information Service (CITIS) and its associated Integrated
Weapon System Database (IWSDB), and to stimulate discussion of critical
management and technical issues related to these concepts.

2.2 Overview of the CALS Program

CALS is a DoD and industry initiative to enable and accelerate the integration
and use of digital technical information for weapon system acquisition,
design, manufacture, and support. The CALS program is intended to
facilitate the transition of current paper-intensive processes to a highly
automated and integrated mode of operation, thereby substantially
improving productivity and quality of the weapon system acquisition and
logistic support processes. The Deputy Secretary of Defense initiated the DoD
CALS program in September 1985 with the goal that by 1990 new weapon
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system acquisitions would require technical data in digital form or obtain
government access to contractor integrated databases in lieu of paper
deliverables. The benefits expected from CALS implementation, as stated in
the 1988 CALS Report to the Committee on Appropriations of the United
States House of Representatives, include the following:

¢ Reduced acquisition and support costs for weapon system programs
through elimination of duplicative, manual, error-prone processes.

* Improved quality and timeliness of technical information for support
planning, reprocurement, training, and maintenance, as well as
improved reliability and maintainability of weapon system designs
through direct coupling to computer-aided design and engineering
processes and databases.

* Improved responsiveness of the industrial base by development of
integrated design and manufacturing capabilities and by industry
networking among prime contractors and subcontractors to build and
support weapon systems based on digital product descriptions.

Both DoD and industry are currently investing substantially in the
automation of a variety of functional areas to improve productivity and
quality. However, these investments, because of the historical lack of a CALS-
like structure, have resulted in a multitude of independent and inconsistent
ADP systems, often called "islands of automation,” that cannot economically
exchange or share information. Accordingly, an exorbitant amount of time
and money is currently wasted in converting information in one system to
formats that can be used in another system, and in attempting - and often
failing - to resolve the numerous inconsistencies in information managed
by them. When one considers that a single major weapon system program,
such as the F-16, SSN-21, B-1B, or the B-2, may involve 5,000 or more
contractors and vendors throughout its life cycle, and that each of these
entities employs multiple information systems to support its activities on the
program, this means that the data needed to accomplish the design, delivery,
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and support of the weapon system exists in thousands of ADP systems, not
including those managed by the government logistics infrastructure or the
acquisition establishment. The problem of data management is severely
compounded by the fact that these ADP systems are based on uniquely
designed software programs operating on computers manufactured by a wide
variety of computer technology suppliers, and that these software programs
and computers are designed such they cannot communicate easily with one
another.

Through the CALS Initiative, the existing islands of technical data
automation within DoD and industry are being integrated to facilitate data
exchange and access, as well as to reduce duplication of data preparation
efforts. Industry has endorsed the action DoD has taken in CALS, and the
transition to an automated integrated environment has begun.

GOVERNMENT
L . o :&w POOCUREMENT
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- — Ot ocar
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Figure 2-1 CALS Environment

DACOM
D-779-89-01.2 2-3 D. Appleton Company, Inc.




Preliminary CALS Phase II Architecture
Section 2 - Introduction

CALS Strategy

The CALS environment is illustrated in Figure 2-1. CALS encompasses the
generation, access, management, use, and distribution of technical data in
digital form for the acquisition, design, manufacture, and support processes.
These data and processes are supported by numerous information systemns
that reside within the prime contractor, subcontractor, and vendor
environments. Although the interaction between the contractor team
members alone is complex, technical data must also be supplied to
government repositories that support numerous information systems within
various government organizations. Within CALS, the common thread is
technical product and support data, which includes ergincering drawings,
product definition and logistic support analysis data, technical manuals,
training materials, technical plans, reports, and operational feedback data
associated with weapon systems, support equipment and supplies. Large
volumes of technical data must be shared between the members of a
contractor team in order to successfully design and manufacture a complex
weapon system. As the owner and operator of the weapon system, the
government also has user requirements for technical data. The technical data
requirements of both the internal contractor team and government
organizations requires functional integration of life cycle activities for a

weapon system and sharing of technical information through common
interchange standards.

To achieve CALS benefits, a phased CALS strategy has been established by a
team consisting of the Office of the Secretary of Defense (OSD), the Services,
Defense Logistics Agency (DLA) and Industry. Phase I is focused on
establishing standards to facilitate the replacement of paper document
transfers with digital file exchanges as a beginning of the integration process,
with implementation between now and the early 1990s. In parallel,
technology is being developed for Phase II that involves substantial
integration and redesign of current processes to take advantage of a shared

database environment in the early 1990s and beyond. The main elements in
both phases are as follows:

DACOM
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» Standards. Accelerate the development and testing of standards for
digital technical data interchange and integrated database access.

¢ Technology Development and Demonstration. Sponsor the
development and demonstration of the necessary technology for

integration of technical data and processes in high-risk areas.

* Weapon System Contracts and Incentives. Implement CALS standards
and integration requirements in weapon system contracts and
encourage industry modernization and iutegration.

¢ DoD Systems. Implement CALS standards and integration

requirements in DoD planning and infrastructure modernization
prograi <. Infrastructure is the underlying framework of the
organizations, systems, and processes within which DoD operates.

Technical Information Systems

As CALS capabilities evolve, technical data required by the government for a
single weapon system will be logically integrated (not necessarily physically
integrated) into tightly coupled, controlled, and secure weapon system
technical databases, allowing access and transfer of data to those parties with
proper authorization and need to know. The capabilities for a contractor
team, including government organizations, to enter, update, manage,
retrieve, and distribute data from technical databases for a specific weapon
system is called Contractor Integrated Technical Information Service (CITIS).
This service is provided by a collection of automated data processing systems
and applications utilized by the contractor team. The required functional
integration of those contractor processes necessary to ensure the security,
currency, and accuracy of the technical information resident in the weapon
system technical databases will be articulated and contractually specified as
requirements for a weapon system program's CITIS. In addition to the
required integration of the contractor's internal data and processes
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themselves, further integration of internal contractor data and processes with
the government-furnished information for each weapon system is essential.

The collection of automated data processing systems and applications that are
utilized by the government to enter, update, manage, retrieve, and distribute
data from technical databases for a specific weapon system exist on multiple
distributed automated data processing systems. These government
information systems cross functional boundaries and may require access to a
combination of data from more than one source to support information
requests from a single weapon system’'s user community. This degree of
interchange and integration will require tight control and coordinatior. of the
separate physical databases to allow transparent support to the user. The
needed control and coordination of shared data within and among the
contractor technical information systems and government systems
supporting a weapon system will be provided by a logical data structure called
the CALS Integrated Weapon System Database (IWSDB).

Integrated Weapon System Database (IWSDB)

The logical collection of shared data for a specific weapon system that is used
throughout the weapon system life cycle is called an IWSDB. The physical
location of the data may be distributed among contractor or government
automated data processing systems. The required IWSDB structure is
evolving and will be the basis for the CALS Phase II integrated, shared data
environment. The CALS IWSDB requirements will provide a logical (not
physical) collection of shared data to support both contractor team and
government users throughout the complete life cycle of a specific weapon
system. The IWSDB will be governed by groups of Data Standards, which
together make up the CALS Data Dictionary. The CALS Data Dictionary will
ultimately be maintained in a CALS Data Dictionary System developed in
accordance with emerging standards such as the Information Resource
Dictionary System (IRDS) The overall CALS Data Dictionary will be
composed of component data dictionaries consistent with emerging CALS
Data Standards, including PDES as well as Data Standards for various types of
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support data. The Data Standards will provide data element definitions,
together with the data relationships and rules for data integrity and data
consistency required to accommodate the changes in user requirements and
computer technologies that are inevitable throughout the 20-to-40-year life of
the weapon system.

CALS Benefits

The CALS Report to the Committee on Appropriations of the United States
House of Representatives, dated July 1988, identified the following anticipated
benefits for IWSDB implementation.

“Industry will eliminate development of duplicative data that drives separate
processes in design, manufacturing, support planning, and development of
technical manuals, spares provisioning, test equipment, training materials,
and other support products. Technical data networks among
primes/subcontractors and DoD access to industry databases will streamline
weapon system acquisition and shorten lead times for data delivery and
spares procurement. DoD will reduce paper deliverables in contracts and
reduce government expenditures for manual processes involving paper
handling. Design changes will be consistently promulgated throughout
DoD’s support structure with assurance that the required technical data will
be correctly matched to weapon system configuration. Most importantly, the
design of the weapon system and its support systems will have high guality by
virtue of integrated design processes and a consistent technical database. This
last benefit will ultimately lead to increased weapon system effectiveness and
combat readiness.”

2.3 Architectural Terms

The purpose of the Preliminary CALS Phase II Architecture is to establish a
set of terms, concepts, and strategies that can be mutually employed by the
defense acquisition establishment, DoD contractors, and technology vendors
to achieve the primary CALS Phase II objective of controlled on-line access to
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an Integrated Weapon System Database as standard Contractor Integrated
Technical Information Service. Delivery of CITIS requires a complex
information system comprised of other (supporting) information systems.
Since CITIS requires establishment of a complex information system, it is
important that a well-defined architecture be established and used as the basis
for managing near-term improvements, as well as to guide future
development efforts.

To facilitate dialog on the Preliminary CALS Phase II Architecture, a
commonly accepted framework for defining information systems has been
adopted. This framework was originally developed by John Zachman of IBM,
and over the last five years it has become accepted within the information
systems community as a simple but effective way of describing complex
information systems environments. (A copy of the full explanation of the
Zachman Framework is contained in Appendix A.)

The Zachman Framework identifies six unique levels of abstraction for
system definition:

* Scope/Mission Description

This is the highest level of abstraction and defines the overall purpose and
objective of the system from the end-user's point of view.

¢ Business Description

This architectural level describes how the business will function with the
system in place. It is a more detailed definition of the overall system and
its interactions, still from an end-user's point of view.

e Conceptual Description

The conceptual description defines the system as a set of integrated
information assets that can be implemented with a variety of computing
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technology in order to satisfy the identified business objectives. The
conceptual description is defined from the system integration point of
view and is often not formally documented in traditional system
development procedures.

¢ Technology Constrained /System Design Description

Based on the capabilities of a selected set of implementation technologyv,
the overall design of the system is described at this level. This descripticn
is from the systemn builder's view.

¢ Detail Description
The Detail Description is the precise definition of the actual hardware and
software components from the system builder/implementor point of

view,

e Actual System

The lowest level of system definition is the actual hardware and software
used to process the data.

The six levels of abstraction only represent one dimension of the Zachman
Framework. A series of architectural representations are used to describe
different architectural views of the system at each level of abstraction. The
following three unique types of representation have been identified by
Zachman.

* Architectural Representations for Describing Functions

At the highest level of abstraction, functions are described in terms of
business objectives and strategies. Activity models, such as those
produced using the IDEF0 modeling technique, provide a functional
representation at the Business Description level. At the Conceptual

DACOM
D-779-89-01.2 2-9 D. Appleton Company, Inc.




Preliminary CALS Phase Il Architecture
Section 2 - Introduction

Description level, the functional view may be described as functional
information services which provide end-user information as a result of
applying inferencing rules, e.g., the method for calculating mean-time-
between-failure, against data values. The System Design level defines
functions in terms of the internal software design and reporting formats,
based on the selected implementation technology. The Detail Design level
defines functions in terms of executable programming languages.

* Architectural Representations for Describing Data

At the highest level, data is described in terms of overall domains of
knowledge required to operate the business, or in the case an IWSDB, the
domain of knowledge required to support a weapon system life cvcle. Data
may be described as information products used to operate the business at
the Business Description level. At the Conceptual Description level, data
are defined by an integrated semantic data model, such as those produced
using the IDEF1X modeling technique. At the System Design level, a
decision is made on which data management technology to use and data
are described in terms of logical database structures, using a database
definition language such as SQL. At the Detail Design level, data are
described in terms of physical records and pointers.

* Architectural Representations for Describing Network

The system network is defined by basic organizational units and
geographical locations at the highest level. At the Business Description
level the network is defined by functional groups within the organization
with assigned responsipilities. The Conceptual Description of the
network includes definition of user types, data and function distribution
strategies, and expected user/data interactions. Logical communications
network design and hardware and software configurations are defined at
the Design Description level. The Detail Description specifies actual
computing nodes, data storage nodes, system software, communications
linkages, and protocols.
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Together, the levels of abstraction and types of architectural representation
form the framework shown in Figure 2-2. This framework will serve to
establish a context in which to focus the discussion of the CALS Phase II
environment. The scope and business descriptions will be addressed by an
External Architecture with the prindpal focus on weapon system life cycle
activities. The External Architecture covers the top two rows of the Zachman
Framework using IDEF0 activity models as a principle means of architectural
representation. The Conceptual Description, the third row of the Zachman
Framework, will be addressed by a CALS Control Architecture with the
dominate focus on the data dictionary for the IWSDB, represented by an
IDEF1X semantic data model. It is at this level that CALS Phase I
standardization efforts must be focused. Establishing a well-defined Control
Architecture will be the key to achieving the desired broad-scope integration
while allowing for technology migration from existing to future systems.
Internal Architectures will be established by each contractor team to addresses
the technology constrained and detail design descriptions for implementing
the required technology to deliver CITIS, the fourth and fifth rows of the
Zachman Framework. The architecture for the system hardware and software
network will be the primary focus at this level.

2.4 Industry Trends toward Integration

The Zachman Framework provides a convenient way of describing the basic
trends in industry that underlie the CALS Phase II concept, and that lay the
foundation for the Preliminary CALS Phase II Architecture described in the
next section of this report. The simplest way to describe these trends is to
view them from the framework's "horizontal perspective,” that is, by looking
at them in terms of the rows in the framework.

The first two rows of the Zachman Framework describe business values and
strategies that are intended to be supported by an information system. The
third row describes the control structures that are moving into place in order
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to facilitate the mapping between business requirements and operational
information systems. And the last two rows address the information systems
technology that is being employed to implement information systems in
support of the business strategy, and within the context of emerging control
structures.

Functions Data Network

Changing
Business ————w@ .......................................................
Strategies

New

Integration i

Controls

EMEIGING w0 oo
Technologies |l i,

Figure 2-3  Impact of Industry Trends

Changing Business Values and Strategies

The objectives of CALS have been characterized as a natural evolution of
Computer Integrated Manufacturing (CIM). CIM — also known as Computer
Integrated Engineering and Manufacturing (CIEM) —is the best known
strategy for industrial modernization. Forty percent (40%) of U.S.
manufacturers have reported on-going CIM programs. CIM has superseded
familiar functional automation strategies of the 1970s and early 1980s such as
Material Requirements Planning (MRP) and CAD/CAM (Computer-Aided
Design/Computer-Aided Manufacturing). Many manufacturing companies
are adopting a CIM strategy because of its focus on the integration of
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manufacturing information systems throughout the enterprise. CIM is
perceived by business managers as a consolidated information management
strategy for reducing overhead and production costs, reducing product lead
times, and increasing product quality.

According to a survey of 46 major aerospace/defense firms conducted by the
Aerospace Industry Association, 39 of the firms surveyed reported that they
had formal plans for “100% CIM implementations,” and 34 firms reported

that they expected to achieve their 100% CIM goal within the next ten years.

As CIM and CIEM have unfolded .ver the last five years, the result has been
that more critical manufacturing information continues to be distributed
across computers, of all types and sizes. At the same time, the U.S.
manufacturing industry has been evolving from a paradigm wherein
individual manufacturers approach the marketplace alone to one wherein
the dominant form of supply is defined by “trading partnerships.” A 1985
Manufacturing Futures Survey reported an increasing trend in which 60% of
a typical manufacturer’s costs went into the general category of "purchased
material.” Purchased material, in this context, means goods and services
provided by trading partners.

The convergence of CIM and trading partner teams has led to the emergence
of the concept of Inter-organizational Computer Integrated Manufacturing
(ICIM).

Trading partner teams are finding it increasingly important to exchange
information digitally, that is, directly among their computer systems. General
Motors, for example, is establishing a “data pipeline” that will be used to link
GM engineering and production facilities with the majority of its 30,000
suppliers.

ICIM got its first significant public exposure in April 1988 at the Enterprise
Networking Event (ENE '88) held in Washington, DC. Sponsored by the
MAP/TOP User’s Group and the Corporation for Open Systems, and
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conducted by the Society of Manufacturing Engineers (SME), this event was
attended by over 7,500 managers and technical professionals, and it
dramatically demonstrated the cooperative commitment of manufacturers to
the increased use of computer and communications technology.

The information of most concern to manufacturers is that which they
develop to define their products and production processes. Originally, this
information was contained in engineering blueprints and technical
specifications. Initial Computer-Aided Design (CAD) and Computer-Aided
Manufacturing (CAM) systems focused on automating the graphical
represcntation part designs. But graphical representation and their
underlying geometry is only a small subset of the total information needed to
describe a product and its production processes. Digital models of product
characteristics are also evolving to address versioning and configuration
control, assembly structures, features and tolerances, material specifications
and processing instructions, functional characteristics, reliability factors, and
maintenance procedures. All of this information must be carefully
controlled, efficiently employed internally, carefully preserved and protected,
and effectively communicated to trading partners.

This realization of the importance of product definition data has led the
manufacturing industry to focus its information management attention on
the specific subject of Product Data Definition (PDD), which, in turn, in 1986
led to a major effort to standardize product data definitions. This
standardization effort — voluntarily supported by over 260 U.S. and
European manufacturers and coordinated by the National Institute of
Standards and Technology (NIST) — is called the Product Data Exchange
Specification (PDES).

Increasingly, PDES is being viewed as “the critical technology needed to
accelerate both CIM and ICIM,” and PDES development support has been
actively funded by the DoD under the CALS program. In 1988, over ten major
manufacturers and computer equipment vendors joined together to establish
a privately funded cooperative called PDES, Inc. The stated purpose of the
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cooperative is “to rapidly accelerate the development of PDES.” PDES, Inc. is
working closely with the PDES volunteer group coordinated by NIST.

CIM, ICIM, and PDD are specific manifestations of an overall trend in
manufacturing, as well as other industries, toward “integrated” — sometimes
called, “asset-based” or “data driven” — information resource management
(IRM). The trend is most often depicted as the final phase of an evolution
from “insular” automation, where computer systems stand alone; to
“interfaced” automation, where computer systems are interlinked with
digital communications; to “integrated” automation, where computer
sys.ems share common databases.

IRM, in general, is a thrust toward improving the capabilities of businesses to
manage and effectively employ computerized information, “using the
information management technologies of the 1980s and 1990s.” These
technologies — which include personal computers, workstations, artificial
intelligence languages and processors, relational and “object-oriented”
database management systems, and telecommunications devices and software
— dramatically improve the power of information technology beyond the
technologies of the 1960s and 1970s. To effectively implement these new
technologies, many Information Systems organizations are adopting
planning, development, and support tools and methodologies focused on
managing "information assets,” that result in shared integrated databases,
rather than traditional systems development approaches focused on
independent functional applications. The establishment of data
administration responsibilities is an important element of the "information
asset” oriented approach.

CIM, ICIM, and PDD converge with IRM in the manufacturing environment.
They all share a single common ground: the need for integration of "islands
of automation” by means of "integrated" or "shared" databases. Data
management has become the central focus of automation as it supports the
emerging business strategies of CIM, ICIM, PDD, and IRM.
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Integration Control Structures

The basic trends in business strategy toward CIM, ICIM, PDD, and IRM are
being supported by an evolution of "consensus standards.” These consensus
standards, while they may or may not be officially sanctioned by a formal
standards group such as the American National Standards Institute (ANSI) or
the International Standards Organization {ISO) represent a felt need on the
part of consumers for increased control over the evolution of both
information systems functions and information technology.

Standards thrusts have impacted all four of the areas of strategic interest to
manufacturers. In the CIM/CIEM arena, most corporations are setting
internal company standards - often borrowed from standards organizations or
from technology vendors - to control the evolution of both functions and
technology. On the functional front, these standards often take the form of a
company Information Architecture, such as the one depicted in the
CASA/SME Wheel. On the technology front, most of the CIM/CIEM
technical standards are intended to control internal communications,
hardware/systems software, and data management, what is traditionally
called the Delivery Systems Architecture. Additional company standards are
being set for the control of automation planning, software development, and
software maintenance.

In the ICIM arena, multiple sets of standards are being developed. For the
control of inter-organizational functions, standards are being set for the
control of document interchange in areas such as purchasing, invoicing, and
inventory management. These standards are, for the most part, being set by
major suppliers; however, many of them are beginning to find themselves
formalized by industry standards groups such as the Automotive Industry
Assodiation. On the technical side, ICIM standards are being developed by
organizations such as MAP/TOP for the control of inter-organizational
communications. These groups focus primarily on telecommunications
standards and on data management standards.
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For Product Data Definition, standards and guidelines such as PDES and IGES
are emerging for the control of technical data describing products. In
‘addition, work is being done on engineering standards as they affect processes
such as concurrent engineering and simultaneous design.

Most of the standards that affect Information Resource Management have to
do with information technology. Of specific interest, because of the
overriding concern for data management, are standards such as SQL and
IRDS which affect database management systems and data dictionary systems.

Overall, consensus standards are experiencing an upsurge in popularity
within the manufacturing community. However, because there are so many
of them, most manufacturers are opting to select a specific set of standards
that they believe to be appropriate to their business, and to assemble them
into their own internal control structure. It is this control structure that will
have an increasing effect on the evolution of technology and on the
evolution of business capabilities in the future.

Emerging Technology

As business strategies and integration controls are heading rapidly in the
direction of integration of processes and data, emerging technologies are
facilitating the change. Though technology evolves in many forms, of most
interest is the evolution of data management technology. The fundamental
technology trends here can be observed in three major areas: 1) database
management systems, 2) distributed, heterogeneous data management, and 3)
data dictionaries/directories.

. Database Management

With the strong emergence of relational database management
technology, supported by the wide acceptance by major hardware
vendors of the American National Standards Institute's Structured
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Query Language (SQL) standard, there is little doubt that, over the next
decade, relational database management will become the single
strongest technical force in providing future applications solutions.

There are many important reasons why this is true. The facts of the
SQL standard and the strengthening support of major hardware
vendors (particularly IBM) are clearly important. But more important,
relational database management is the key to accelerate many other
trends, such as distributed data processing and user-controlled
application solutions. Both IBM and DEC have announced that
relatione database management systems are pivotal to their future
product architectures. Further, because of the widespread acceptance by
customers and vendors alike of the SQL standard, relational database
management is rapidly becoming insensitive to its hardware platform.
It is currently being offered by PC vendors, workstation vendors, and
mainframe vendors based on the SQL standard. As a result, relational
database management is becoming an integral part of the "open system
solution” being touted by all major suppliers.

Even more important than its emerging acceptance as "the" database
management facility of the future for "all" hardware platforms,
relational database management technology is much more extensible
than predecessor database management technologies. Relational
database management is seen throughout the industry as the natural
bridge to even more advanced forms of database management such as
"object-oriented" database management, an important technology
underlying the emergence and growth of artificial intelligence.

Distributed, Heterogeneous Data Management

One of the most aggravating situations faced by manufacturers is the
simple fact that their databases are scattered all over the place, on
different computers, from different vendors, in different application
systems, and controlled by different database management systems.
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Since few believe that all of these databases can be integrated into a
homogeneous environment, most are committed to developing
technology that will integrate them where they stand. This technology
is generally called distributed, heterogeneous data management
technology, or more simply, "integration technology."

For the last decade, researchers have been working on the
development of practical integration technology. Significant
breakthroughs have been made by research programs such as the
Integrated Design Support System (IDS) and the Integrated Information
Support System (IISS), both sponsored by the Air Force; Multibase,
sponsored by the Navy; IPAD, sponsored by NASA; and IMDAS,
sponsored by the NIST Advanced Manufacturing Research Facility
(AMRF). Some commercial vendors have moved to produce
integration technology products such as TRW's CIM Engine.
Integration technology presents an extremely challenging problem to

technology vendors, and it has received intense evaluation by both
IBM and DEC.

o Data Dictionaries/Repositories

At the heart of the data management solution is what is called the data
dictionary. This technology is basically an automated library control
system used to manage and control data stored in databases. Recently,
ANSI approved an Information Resource Dictionary System (IRDS)
standard, and this standard has set the stage for a more efficient
evolution of data dictionary technology. Major technology vendors are
moving aggressively in the data dictionary direction, particularly as
data dictionaries affect distributed, heterogeneous database
management.

These trends in shifting business strategies, approaches to enterprise
integration, and standardization of enabling technologies play an important
role in the establishment of an architecture for a CALS Phase II. Although
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the requirements of the government, as the customer and as a major
consumer of technical data, will influence the architecture, the best solutions
can only be found within the context of a natural migration of industry
capabilities toward a shared vision of a CALS Phase II environment.

Though there are numerous examples from Aerospace/Defense of how these
four critical trends are being assimilated into automation strategies, the
example shown in Figure 2-4 is one of the most descriptive. The example
comes from Martin Marietta's Electronics and Missile Division, and
represents a three-year strategy for integrating CIEM, PDD, ICIM, and IRM
into one consolidated thrust.
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Martin's architecture was developed specifically in response to its business
strategy of reducing costs and increasing flexibility in response to customer
needs by integrating its internal product configuration management, design,
manufacturing, and support systems, and by linking those systems to supplier
and customer systems. Its next step is to formalize an internal control
structure for this architecture, and subsequently to modernize its delivery
systems architecture.

Of critical importance in the Martin Marietta architecture is the central role of
data management in controlling the definition prod ict data; internal
integration of program management, engineering, production, and logistics;
and integration with subcontractors and customers. Martin's basic strategy is
to use the data management "node” as the primary access point and
integration mechanism for all internal and external application systems.
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Section 3.
Concepts for a CALS Phase II Architecture

3.1 Objectives of the CALS Phase II Architecture

The CALS Phase I Architecture is intended to create a common industry and
government vision for a future environment that supports integrated and
shared technical data throughout the weapon system life cycle. This vision,
developed from a top-down perspective, will serve as a guide for both
managerial and technological changes with a primary focus on the
development of standard interfaces for the required interaction between
contractors and government organizations.

Although few organizations have yet mastered enterprise-wide integration,
the CALS Phase II Architecture must take on the even larger issue of inter-
organizational integration throughout a weapon system life cycle. The
Architecture must, therefore, recogrize and support the value chains that
result from the interrelationships of autonomous organizations. To create
the ultimate win-win strategy for government and industry, the overall
Architecture must be consistent with the internal integration strategies of
both government organizations and defense contractors. It must also deal
with the legacy of today's systems and the need to evolve rather than start
over.

The primary goal of CALS Phase II is to provide an environment in which
the technical data of a specific weapon system is logically integrated and
shared among contractors and government organizations throughout the
weapon system life cycle. This environment will result in an Integrated
Weapon System Database (IWSDB) that manages common digital data
defining configuration, design, manufacturing, and logistic support
information for each specific weapon system. Although an IWSDB is
logically integrated, thus providing uniform on-line access by all users, the
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actual data will be physically distributed among contracting elements. Each
IWSDB will provide rapid and secure availability of technical information to
both DoD and industry contracting elements throughout the lifetime of the
weapon system. The ability for elements of the DoD to have on-line access to
an IWSDB will ultimately replace the need for technical data deliverables in
paper/microfiche form (CALS Phase 0) and even in digital document form as
supported by CALS Phase I standards.

Access to an IWSDB is provided by a "Contractor Integrated Technical
Information Service" (CITIS). This standardized service is delivered through
inter-connected computing networks and application software programs that
are utilized by the contractor team to enter, update, manage, and retrieve data
from various internal technical databases to support a specific weapon svstem
Overall responsibilities to manage access to an IWSDB may migrate between
contractors and government organizations during the weapon system life
cycle.

A common set of generic requirements for an IWSDB and its associated CITIS
will serve as a reference model for specific individual implementations.
Together, the IWSDB and its associated CITIS comprise the implementable
elements of the CALS Phase II Architecture that are managed and controlled
for each specific weapon system. Individual weapon system programs may
modify or extend the reference architecture. However, because each IWSDB
will be implemented consistent with the Data Standards defined in the CALS
Data Dictionary - and maintained in a CALS Data Dictionary System - and
each weapon system's CITIS will be provided according to CALS Functional
and Technical Standards, over time, a high degree of consistency and inter-
relatability across weapon system programs will be achieved.

Although substantial improvements are being made regularly, in today's
environment many existing contractor technical information systems are, at
best, only partially integrated. That is, only a portion of the data stored in
them and the functions performed by them are consistent or compatible,
requiring little or no translation. In order to achieve an “integrated"
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environment, Functional and Technical Standards defined in the context of a
standard reference architecture are needed for building or retrofitting
contractor technical information systemns to support a specific weapon system
program. Technical Standards will facilitate the inter-connectability of
computing networks and Functional Standards will define Contractor
Integrated Technical Information Service (CITIS) from the end-user
perspective.

In addition to requiring integration of the prime contractor's internal data
and processes, CALS Phase II requires integration of prime contractor data and
processes with subcontractor and vendor data and processes, and with GFI, as
appropriate for each weapon system.

Traditionally, technical data automation efforts have focused primarily on
support for functions internal to prime or major subcontractors. Thus, most
architectures for CIM (Computer Integrated Manufacturing) and CIEM
(Computer Integrated Engineering and Manufacturing) do not address
requirements to integrate multi-organization design and manufacturing
teams, much less support the concepts of an IWSDB. Only recently has the
manufacturing industry begun to recognize the need to address "inter-
organizational” CIM (ICIM). Some leading manufacturers, particularly in the
automotive industry, have established technical data networks with their
suppliers. These initial trading partner networks, however, generally lack the
flexibility and rigor required to support the complex technology of a major
DoD weapon system throughout its entire life cycle.

The IWSDB identifies the logical interrelationships and semantic definitions
of the configuration, engineering, and support data that must be shared by
contracting team members to manage specific weapon system data required to
sustain a weapon system throughout its life cycle. The requirements for an
IWSDB will ultimately be reflected in a CITIS procurement specification by
means of CALS Data Standards. The goal of the Preliminary CALS Phase 11
Architecture is to identify the overall scope and objectives of the IWSDB and
its associated CITIS and to outline a strategy to develop the procurement
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specification. Rather than automate redundant data in document form, the
IWSDB specification defines an integrated data structure that supports multi-
use digital models of weapon system characteristics. The proposed data
architectures of PDES and MIL-STD 1388-2B provide a baseline for the IWSDB
specification, which must be validated against the requirements of existing
weapon system programs and contracting practices.

The functional application of integrated weapon system technical
information to support various contractor, subcontractor, and government
life cycle activities will also ultimately be defined by a CITIS procurement
specification. The functional architecture of this procureme- t specification
will be implementable as CALS standards for application development and
will generate information consistent with CALS Functional Standards.
Current CALS Phase I functionally-oriented standards, along with emerging
functional requirements for ILS and Concurrent Engineering, provide the
basis for future CALS "hase II Functional Standards consistent with the
concepts of an IWSDB and associated CITIS.

The functional requirements and role of an IWSDB and its associated CITIS
change throughout the entire weapon system life cycle. The CALS Phase 11
Architecture must address all phases of the weapon system life cycle,
including the following:

¢ Concept Exploration Phase

* Concept Demonstration/Validation Phase
¢ Full-Scale Development Phase

¢ Production Phase

* Operation and Support Phase

The concept of an IWSDB is based on logical and not necessarily physical
integration of a weapon system'’s technical data. The definition of an
IWSDB's logical structure provides a set of rules for specifying how technical
and support data can be ully integrated across physically distributed databases.
These physically distributed databases include subcontractor and vendor
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databases, as well as prime contractor and government databases; therefore, a
basic architecture for networking the prime contractor with both government
and subcontractor databases must ultimately be defined. This network
architecture will be implementable according to CALS Technical Standards
for systems interconnection and communications protocols, referenced by the
CITIS procurement specification. An ancillary objective of the Preliminary
CALS Phase II Architecture is to identify the overall scope and objectives of a
contractor's Internal Architecture and to understand the technical dynamics
of prime, subcontractor, vendor, and government interaction within the
context of an IWSDB. The Preliminary CALS Phase II Architecture supports a
strategy to migrate from inform-tion exchange based on the transmission of
documents and stand-alone files, to data sharing based on transactions against
shared integrated databases, which are consistent because they have been
validated against the data integrity rules contained in the IWSDB.

The automated support of a weapon system's technical information must rely
on multiple, heterogeneous computer systems managed and controlled by
independent organizations, each with its own internal technical standards
and business objectives. This results in dissimilar and incompatible
hardware and software systems operating on a concurrent basis, even within
individual organizations. While these systems may meet the objectives for
which each was desigred, their heterogeneity presents a major obstacle to
ready access and assimilation of the technical information they contain.

The problem of managing distributed heterogeneous information systems is
common to many industries, ranging from manufacturing to banking to
retail distribution. These "complex information systems” must be geared to
sp'an applications, functional areas, organizational boundaries, and
geographic separations in order to present a unified picture to the user.
When designing complex information systems, it is necessary to look at a
number of interrelated strategic, technical, and organizational issues.

Strategic issues include inducing cooperation between multiple, diverse
organizations, each with its own goals, priorities, and security needs. One
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critical success factor for such cooperation is participant consensus on the
issue of access to each other’s technical information. There is a critical need
to clearly define the domains of shared information, to agree on a set of rules
that will be used to control the data from which shared information is
derived, the potential benefit of data sharing and information sharing to each
participant, and the role and the responsibility of each with regard to specific
technical implementations that support the environment.

Under technical issues, the evolution and physical interconnection and
management of distributed heterogeneous information systems and databases
mu.t be addressed. In addition to physical connectivity issues, it becomes
essential to establish new techniques for incorporating logical connectivity
across systems. Such techniques employ ideas from the fields of database
technology, communication technology, and knowledge engineering.

The CALS Phase II Architecture must serve as the foundation for automating
the inter-organizational efficiency in all stages of a weapon system's life cycle.
The resulting organizational issues centered on the process of making
controlled changes in complex organizational environments must be

addressed before an IWSDB and associated CITIS implementation plan *vill be
successful.

3.2 The Central Role of Information Asset Management

The long-term objective of CALS is to have an environment in which all the
technical information required to design, manufacture, operate, and maintain
a weapon system is available electronically through on-line access to an
infegrated database that ensures the currency and integrity of these data.
Instead of producing documents in hardcopy form or even in electronic
document form, such a system would generate the required information
from the database as needed and in the form needed. Ultimately, the
integrated database must be capable of supporting automated interpretation of
weapon system characteristics in order to drive advanced application systems
without the need for human interpretation of the data. This is a long-term
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goal that will require resolution of a number of managerial, as well as
technical issues; however, some very significant capabilities can be
implemented in the near-term and, with the proper architectural planning,
these near-term improvements can contribute toward the long-term solution.
Without proper consideration for the long-term architecture, however, some
near-term enhancements may actually inhibit future integration.

Although considerable investment has been made in automation of all
aspects of design, manufacturing, and product support over the last thirty
years, most of this automation has been put into place without the benefit of a
plan for enterprise-wide integration, much less a plan for integrating
government components, prime contractors, co-designers, subcontractors,
suppliers, second-source producers, and other organizations that must
interact throughout the life cycle of a major weapon system. The
predominate approach has been one of automating specific functions within a
particular organization. (See Figure 3-1.) The result of applying this approach
over time is the serial distribution of data, where the output of one system is
modified to serve as an input to another system. Multiple acquisition of the
same data often results when the data from one system is not in a suitable
form for use by another system. Currency and integrity control of data is
extremely difficult, if not impossible, in this environment.

The need for integration has grown from the bottom up. As the overlap in
functionally-oriented systems was recognized, new systems have been
identified with broader and broader scopes. Basic CAD systems, for example,
are being replaced with more comprehensive systems that use a common
database for design, engineering analysis, and manufacturing planning.
Ulﬁmately, it must be recognized that broad scale integrated systems that cut
across organizational boundaries cannot be developed using traditional
functional automation system design concepts and techniques. Thus, the
need for an information asset management approach that builds reusable
shared databases from an enterprise perspective is gaining widespread
recognition. Under this approach, data are identified from the common
perspective of the environment being integrated, and a single source of
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acquisition is established for each unique type of data. The result is a poo! of
reusable data with controlled integrity and currency. Parallel distribution of
the data can then be made to various functional applications as needed. (See
Figure 3-2.) This approach supports a basic government objective to "buy data
once and reuse it many times."

The information asset management concept offers a viable approach for the
establishment of a CALS Phase II environment that can satisfy both contractor
internal integration needs and support the requirements of subcontractors,
vendors, and government components. A number of problems, however,
must be solved in order to fully implemeat the approach. First of all, a
common understanding and acceptance of the long-term architecture must be
achieved between government and industry. Not only must the ability to
satisfy government requirements for information access be demonstrated, but
also the architecture must address contractor internal integration needs in
order to be accepted by irdustry. The major investment in existing systems
will most likely be an inhibitor to this acceptance. An evolutionary strategy
will be required to either retrofit existing systems to the new architecture or
replace them. The current environment of multiple source data acquisition
makes the job of retrofitting more difficult.

A system architecture that supports a wide area computing network also
presents some unique technical challenges. The potentially vast amounts of
data will dictate a distributed database management support system, even
though the data must be defined and managed as one logically integrated
database. The establishment of standard data dictionaries that rigorously
define shared weapon system technical data will be important to managing
the distributed databases.

In addition to retrofitting internal contractor functional application systems
and databases, government requirements for the delivery of technical data
must be restated in terms that are consistent with the CALS Phase II
architectural concepts. Many CDRLs in today's environment are heavily
oriented toward documents in either hardcopy or electronic form. These
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requirements must be restated to identify non-redundant data requirements
for an integrated database environment.

3.3 The Three Architecture Concept

The central theme of Information Asset Management in a complex
information system is an infrastructure that allows alternative, self-sufficient
component subsystems to be utilized as long as they conform to standard
rules defined for the overall environment. Multiple, self sufficient

subsystems that conform to a consistent set of standard rules are deemed to be
"integrated.”

Although the idea of standard rules is most often applied through standard
functional interfaces and protocols at the communication and operating
system level to create an environment of “cooperating” computing systems,
the CALS Phase II Architecture makes a major advancement by applying the
standard rule concept to information itself. It addresses the issues of standard
data rules, which are used for controlling the quali‘y and integrity of
information, not just the connectivity of computer hardware or the
interoperability of systems software. The importance of standard data rules in
controlling a complex information system is embodied in the "three
architecture concept” presented in the 1987 CALS Framework.

The three architecture concept is an extension to the 1977 ANSI/X3/SPARC
study on the standardization of data management systems. Expounding the
"Three Schema Architecture,” the ANSI report observed that traditional data
management systems manage data in two separate structures or "schemas,”
an “internal schema" as seen by the system and an "external schema" as seen
by the user. The report noted that to manage data effectively requires a third
structure, called the "conceptual schema." This structure must be
independent of, but transformable into, the other two structures. It represents

a neutral, independent set of data rules that are used to control multiple,
derivative data structures.
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The role of the conceptual schema in the three schema concept is to provide a
single, unambiguous, internally consistent, and minimally redundant set of
internal rules that control the data resource independently of both functional
applications and computer implementations. Application and
implementation views are mapped to the conceptual view to provide
flexibility and integrity control, as well as data integration.

\ /'

“Information” m——
S O—;ﬁj "Facts”
O | -

/ *Meanings”

-
D/B4

External Schemas Conceptual Schema Internal Schemas

Figure 3-3 Three Schema Architecture

The Three CALS Architectures

Considerable effort has already gone into the definition of a CALS
Framework, and this framework provides the point of departure for the
Preliminary CALS Phase I Architecture. The draft CALS Framework
document, developed in March of 1987, defines three elemental architectures
for the CALS environment based on the Information Asset Management
concepts. The three elemental architectures, as shown in Figure 3-4, include
the following:
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¢ External Architecture, which defines the user view of the

information required to support various functional applications.

¢ Internal Architecture, which defines the computer systems
technology necessary to automate the required information.

e Control Architecture, which defines functional, technical, and data

standards and procedures for mainlaining alignment between the
External and Internal Architectures.
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Figure 3-4 CALS Architectures

The purpose of the Control Architecture is to specify functional, technical,
and (for CALS Phase II) data standards that are independent of specific user
requirements (defined by the External Architecture) and of specific
applications, databases, hardware, and software implementations (defined by
the Internal Architecture).
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The Internal Architecture defines the specific hardware and software
technology that will be used to implement the shared data resource for
application across all life cycle functions. In order to develop a CITIS delivery
system and to demonstrate an implementation of an IWSDB, the Internal
Architecture should be based on available technology with mappings to an
integrated data structure and required functional views. The Internal
Architecture must address issues such as geographical location of users, data
volumes and access patterns, and user interface requirements. A number of
Internal Architecture strategies for distributed heterogeneous database access
have been studied, including the work of the Air “orce IISS and IDS
programs. In addition, a number of major defense coniractors, hardware and
software vendors, and telecommunication suppliers are working to establish
Internal Architectures for management and use of technical data.

The three architectures map to the Zachman Framework as shown in Figure
3-5.

Functions Data Network

External
Architecture

Control
Architecture

'nte rna' .......................................................
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Figure 3-5 Three Architecture Framework Mappings
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3.4 The CALS Control Architecture

The CALS Control Architecture, as defined in the CALS Framework,
identifies three types of standards:

e Functional Standards - e.g., MIL-STD-1388, DOD-STD-100, which
define the information requirements to support various life cycle
processes and functions,

* Technical Standards - e.g., SGML and GOSIP, which define the
hardware, Jystem software, application software, data management

software, and communications technology used to define a specific
delivery system,

e Data Standards - which define the underlying integrated data
structure independent of any functional application or computer
implementation format.

The three forms of CALS standards map to the Zachman Framework as
shown in Figure 3-6.

Functions Data Network

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

Functional Data

Control
Architecture\] Standards | Standards

Technical
Standards

D-779-89-01.2

..................

..................

.................

------------------

..................

------------------

Figure 3-6

Control Architecture Framework

3-14

DACOM

D. Appleton Company, Inc.



Preliminary CALS Phase II Architecture
Section 3 - Concepts

CALS Phase II versus CALS Phase 1

Phase I of the CALS Program is focused on near-term objectives which make
use of existing standards. A subset of available standards was selected to
create a draft CALS Phase 1.0 Core Requirements document. The initial set of
standards included MIL-STD 1840A, SGML, the CCITT Group 4 raster scan
standard, IGES, GOSIP, and DDN. A "CALS Implementation Guide for
Weapon System Acquisition” was also developed as a military handbook for
applying the CALS Phase 1.0 Core Requirements. The initial standards and
guidelines will be continually refined through subsequent releases.

Standardization efforts to date have focused on Functional and Technical
Standards, rather than Data Standards. Data Standards that are truly
independent of specific applications and implementation technologies do not
yet exist. The data modeling efforts of the Product Data Exchange
Specification (PDES) project and the MIL-STD 1388-2B development project,
however, provide the initial basis for independent Data Standards for
industry. Industry-wide Data Standards will be an important part of the long-
range CALS goal to create an integrated environment.

CALS Phase 1 is focused on standards that support the building of interfaces or
bridges between independent systems. Most of today's engineering,
manufacturing, and logistics systems have been built without formally
defining a conceptual schema; therefore, the standards for interfacing have
focused on functional standards that provide for document exchange at the
external schema level or technical standards that provide for file exchange at
the internal schema level.

Document-based exchange often requires human interpretation and reentry
of the data for processing by the receiving system. This is even true when a
digitized version of the document is used. The use of digitized engineering
drawings is an example of redundant digital information requiring human
interpretation.
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File exchange generally requires translators to be built to move data from one
system to another. Since both the sending and receiving systems only
support their own internal views of the data, the proper meanings of the data
may be lost because of a misalignment of the views or improper semantic
interpretations of the data. Many of the reported problems with IGES are a
prime example of the difficulties that may be encountered.

The three schema architecture provides an improvement opportunity over
the typical document and file exchange scenarios. Even though two systems
may be developed and operated independently, if they share a common
conceptual schema (a common set of internal rules for control of their data)
they should be able to properly interpret and use exchanged or shared data.

The functional, technical, and data standards defined by the Phase II CALS
Control Architecture should provide for a consistent mapping from External
Architecture requirements to Internal Architecture implementation as
shown in Figure 3-7. Functional Standards control how functional
requirements are satisfied by application software; Data Standards control
how information requirements are satisfied by shared databases; and
Technical Standards control how networking requirements (organizationa!
interactions) are satisfied by computing hardware and software networks.

Current "data standards” exist only at the lower "technology constrained”
levels of the Zachman matrix. MIL-STD 1388-2B, for example, identifies
Logistic Support Analysis data using SQL table definitions based on current
relational database technology. The use of a language such as IDEF1X, a
cdmmonly used semantic data modeling language developed by the Air
Force, provides a standard definition language for describing data standards
that are not technologically constrained, and which can therefore become part
of the CALS Control Architecture. The IDEF1X representations of PDES and
the future IDEF1X representation of MIL-STD 1388-2B are future reference
models for CALS Data Standards.
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Figure 3-7 Role of Control Architecture Standards

Current Phase I "functional standards” are also described at the "technology
constrained"” levels. DOD-STD 100, for example, describes engineering
drawing information based on a paper/microfiche document format.
Functional Standards for CALS Phase II must ultimately be independent of
the implementation technology.

"Technical standards” generally deal with only lower level "technology
constrained” definitions of computer systems. Networking topologies in the
CALS Phase II environment should be defined independent of specific
operating systems, communications protocols and other technical standards.
However, sufficient standards must be in place to allow for the
interconnection of prime, sub, and government internal networks. Database
portability, software portability, and standard user interfaces are also issues
that must be addressed by Technical Standards.
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Section 4
CALS Phase Il Architecture Requirements

4.1 External Architecture Requirements

According to the CALS architectural framework, the External Architecture
describes the target system from the user viewpoint in terms of its scope and

the business model which it will support. Defining the user’s view of a CALS

Phase I environment is a complex problem since no single user or
organization has a full apprediation of all the requirements for the total
system. The DoD logistics infrastructure, as the customer and weapon system
user, has specific requirements for the IWSDB and associated CITIS which
must be identified and evaluated. These requirements define an External
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Architecture from a DoD view that must be satisfied by the contractor team’s
Internal Architecture. The functional, data, and technical standards defined
by a common CALS Control Architecture must support the mapping of Dol
External Architectures to the Contractor Team Internal Architectures, as
illustrated in Figure 4-1.

The contractor team will also have its own External Architecture for the
CITIS delivery system. Although the prime contractor will generally have
the respcnsibility of putting the CITIS delivery system in place, the weapon
system technical data it manages may migrate from contractor to contractor
cver the life cycle of the weapon system. Therefore, a clear definition of the
overall user view of an IWSDB and its associated CITIS is critical and requires
agreement from all organizations that support the weapon system life cycle.

Business Strategies

The CALS Phase II Architecture must recognize and support basic business
strategies that are common in the defense industry. Defense industry
business strategies must address the following areas:

. Multi-phase/multi-contract development programs

. Multi-corporation development teams

d Government-furnished information and equipment

. Government-owned and contractor-managed technical data

Multi-phase, multi-contract weapon systems development programs require
support for migration of technical data from contractor to contractor or from
contractor to government. Ultimately, CITIS may need to be contracted for
separately from weapon system development contracts in order to guarantee
continuity in the management of the technical data. The NASA Space
Station Program, for example, has an independent contractor for its Technical
and Management Information System (TMIS) that will support all contractors
and NASA centers throughout the life cycle of the Space Station.
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Today's complex weapon systems cannot be designed and built by a single
contractor. This means the IWSDB and associated CITIS must support the
requirements of a multi-corporation develo_ment team. Each team member
has its own internal standards and preferred methods of operation, which
adds greatly to the problem of integration in a heterogeneous environment.
The provided CITIS must support access and use of the IWSDB by
development team members, as well as government agencies. Furthermore,
in order to create a win-win environment for government and industry,
establishment of CITIS capabilities must add to the competitive advantage of
the development team in order to promote development and use of an
IWSDB.

In commercial manufacturing industries, such as the automotive industry,
prime contractors have been able to create technical information system
networks with their suppliers by dictating specific hardware and software.
This approach is not practical, however, for the defense industry since a high
percentage of subcontractors are common between many weapon system
programs. In fact, even at the prime contractor level, any two contractors are
often partners on one weapon system program while competitors on another
program.

Ultimately, subcontractors will benefit the most from a standard "open
system." architecture for CALS Phase II, since it will allow them to work
efficiently with a variety of prime contractors without having to install and
maintain separate systems for each prime contractor. Currently, a
subcontractor would need CADD, NCAD, and CADAM to have full digital
interchange with McDonnell Douglas, Northrop, and Lockheed.

The government itself must be considered as part of the overall development
team that is supported by CITIS capabilities. In addition to review and
approval of technical information, the government may also perform design
engineering, manufacturing, and product support functions. In some cases,
such as overhaul and modification, a government organization may actually
compete with commercial contractors. The government may also contract
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directly for some components that are common across several programs, such
as jet engines, rather than subcontracting through a prime contractor. The
government must then be responsible, either directly or indirectly, through
the associate prime, for supplying the necessary technical information to the
prime and for furnishing the actual component.

The primary lines of responsibilities for weapons system development and
support gradually change over the life cycle. This concept is illustrated in
Figure 4-2. In the initial acquisition phase the government primarily deals
with a few contractors. Once the initial design and development are
completed, second-source suppliers and replacemen - contractors »-e
introduced. Ultimately the government, as the owner of the weapon system,
must assume a greater role of coordinating the technical activities of even
second and third tier subcontractors.

] cO | FsD | Prod | Operational Deployment |
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MENS Retirement
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Levei 0

Government A
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Prime Contractors

................................................
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Figure 4-2 Life Cycle Responsibility Changes
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Since the government pays for the engineering costs as well as the
manufacturing costs, most of the new technical data created for a weapon
system is legally owned by the government and is typically supplied by the
contractor as a contract delivery item. The prime contractor and the
associated subcontractors, however, are better able to maintain the data since
they are the creators. A new business strategy that will be supported by CALS
Phase II is to allow government-owned technical data to be contractor
managed and maintained. This strategy is already being used on a limited
basis throughout the services, at least during the acquisition phase of the life
cycle. In order to effectively use contractor-maintained technical data,
modernization of the government logistics infrastructure must be consistent
with the contractor's CITIS capabilities.

Data security is obviously an important issue for any weapon system
program. The creation of an integrated database means access security is even
more critical since a breakdown in security could result in loss of the entire
weapon system specification. Since most contractors have proprietary
knowledge which gives them a competitive advantage, security of contractor
private information is also a major concern that must be addressed before
government and other development team members are allowed direct access
to a contractor's database. Several major contractors have solved this issue
within limited functional areas.

Organizational Support

The goal of CITIS should be to support all users of technical information
throughout the weapon system life cycle. Some weapon system programs
have reported involvement of more than 20,000 organizations. The general
categories of organizations include government organizations, prime and co-
prime contractors, subcontractors, and suppliers. Figure 4-3 provides a brief
list of the types of organizational roles that must be supported by CITIS.
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Figure 4-3 CALS Phase Il Organizational Support

Functional Discipline Support

Each organization requires support for multiple disciplines within the
organization, as well as intercommunications between organizations. The
basic disciplines that require support within the various organizations
include management, engineering, manufacturing, and logistics.

Traditionally, the engineering, manufacturing, and logistics disciplines have
been thought of as having serial responsibility as the weapon system
progressed through its life cycle. However, the concept of concurrent
engineering is highlighting the need to have active involvement of all three
disciplines throughout the life cycle. The requirement to support concurrent
engineering is further compounded when considering the distribution of
various life cycle disciplines across multiple organizations.
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Figure 4-4 CALS Phase II Functional Support

Life Cycle Support

Future CITIS and the resulting IWSDB must support all users through all
phases of a weapon system life cycle. This includes support for the typical life
cycle phases:
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¢ Conceptual Exploration

* Concept Demonstration/Validation
¢ Full-Scale Development

¢ Production

¢ Operation and Support

The technical data created in each phase is used and expanded in the next
phase. A number of activity models have been developed to describe the
functions of an aerospace enterprise, including the USAF Factory of the
Future Framework. However, an integrated activity model of the total
weapon system life cycle is needed to rigorously define an activity-based
business model for CALS Phase II. Figure 4-5 provides a simplified view of
life cycle activities for a weapon system. The following paragraphs discuss the
role of CITIS in each life cycle phase.
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Figure 4-5 Life Cycle Activities

Role of CITIS in the Concept Exploration Phase

In this phase of the life cycle, the contractor will begin to set up the delivery
system and database structures for CITIS. GFI will include performance
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schedules and cost parameters for trade-off analysis. Multiple contractors may
be competing to explore system design concepts through relatively short-term
planning contracts. The GFI will include operational test conditions, mission
performance criteria, and life cycle cost factors.

As the IWSDB and associated CITIS is initially established, it is important to
recognize different types of data status. An IWSDB must have the capability
of distinguishing among, and providing visibility and accessibility of the
following data status:

Working Data - The government may t : provided a read-only
capability for in-process review of selected initial or change
data/information (using partitioned databases or other appropriate
techniques).

Submitted Data - The IWSDB stored data released for review and
apptoval must have a method for incorporation of government-
proposed changes and feedback to working data files, while
maintaining version control and protection against unauthorized
changes.

Approved Data - Data that have been reviewed and approved by the
government are archived and require additional controls against
unauthorized changes.

Role of CITIS in the Concept Demonstration/Validation Phase

At this stage of the life cycle, a CITIS must support development, fabrication
and testing of prototype systems. The IWSDB is oriented primarily around
functional subsystems that are required to define the total weapon system.

Most weapon system functional requirements will be translated to technical
specifications. GFI will expand to include production planning data such as
broad cost, schedule, operational effectiveness, operational suitability goals,
and thresholds. Design changes still occur frequently and positive control
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must be maintained over the designation of working, submitted, and
approved data.

Another important requirement for CITIS in this phase is support for
concurrent engineering. As stated in the CALS Handbook (MIL-HDBK-54),
concurrent engineering is a systematic approach to creating a product design
that considers all elements of the product life cycle from conception through
disposal. In so doing, concurrent engineering simultaneously defines the
product, its manufacturing processes, and all other required life cycle
processes, such as logistic support. Concurrent engineering is not the
arbitrary eliminaion of a phase of the existing, sequential, feed-forward
engineering process, but rather the co-design of all downstream processes
toward a more all-encompassing, cost-effective optimum. Concurrent
engineering is an integrated design approach that takes into account all
desired downstream characteristics during upstream phases to produce a
more robust design that is tolerant of manufacturing and use variation, at less
cost than sequential design. It affects all system procurement activities from
Milestone 0 (concept definition and exploration) to the start of Milestone 111
(the end of full-scale development).

Role of CITIS in the Full-Scale Development Phase

The scope of IWSDB expands now to fill out the production schedule and
provisioning requirements. The engineering and manufacturing
specification must be extended to include a complete definition of support
specifications prior to production commitment. The primary orientation of
the IWSDB is extended from subsystems to detail part numbers with specific
production effectivity. The first and second tier of subcontractors and their
supporting vendors will be in place and the stream of technical data will flow
between subcontractors, the prime contractor, and the government.
Engineering design and analysis data is extended with manufacturing
specifications. As the volume of changes requiring government approval
increases, the importance of on-line access intensifies. The continued
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positive control of data status and versioning are an implicit part of the
required CITIS capabilities in the full-scale development phase.

Role of CITIS in the Production Phase

At this stage of the weapon system life cycle, the IWSDB is relatively complete
and is in place to support delivery of the weapon system. A key event is
delivery of the weapon system to the government and the need for
configuration management by version (tail number in the case of aircraft or
hull number in the case of ships) becomes important. Once delivery occurs
and the ship or aircraft enters the operation support phase, the program's
CITIS must be capable of supporting a larger population of users.

Historically, most of the data associated with a weapon system were (and in
fact still are) delivered in various hardcopy formats. Although required in all
phases, the on-line government access capability requires the acquisition
manager to make some new choices concerning the data processing categories
required to support the weapon system during the operation and support
phase.

Role of CITIS in the Operation and Support Phase

The configuration management aspect of an IWSDB takes on critical
importance in the operation and support phase . The IWSDB must
accommodate integration of old data, generated in the development phase,
and new data resulting from field operations. CITIS capabilities must provide
support for logistics functions, depot and field modifications, personnel
training for system operation and maintenance, and field experience feedback
requiring design modifications. In essence, the requirements for CITIS
capabilities now include all the requirements of the previous phases plus the
requirement to provide closed loop communications between the
development contractors and depot and field support organizations.
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The CITIS delivery system in this phase of operation must be flexible and
capable of expansion as more and more units are produced and enter service
in the field. World-wide gathering of field performance data and distribution
of support data presents a significant technical challenge.

Data Sharing between Weapon Systems Programs

Although each major weapon system is unique, even at the unit level, a
high-degree of commonalty exists between many weapon systems. Using the
concepts of group technology to exploit this commonalty in the support
function could produce significant benefits, as it has within many
manufacturing operations. Once an IWSDB is established with well-
documented standards and procedures for use of the data, sharing between
individual IWSDBs is conceptually an attractive option. Assuming the
adherence to compatible control architectures, the ability to use common
CITIS capabilities and shared databases across weapon system programs
becomes feasible from a technical viewpoint. The key to this data sharing is
the development of a comprehensive data dictionary. The factors associated
with data dictionary development are discussed in Section 6.

Data Requirements

An IWSDB and its associated CITIS address the technical data associated with
a weapon system. Technical data includes all aspects of product definition
including product configuration, shape/size characteristics, functional
characteristics, physical properties, and operational characteristics. The
product, in the case of an IWSDB, is a weapon system such as an armored
tank, battleship, aircraft, or missile, including arms, munitions, and ground
support equipment. Product definition is not limited to engineering design
and analysis information; it also includes manufacturing and support
specifications.

Although not generally considered technical data, product definition data is
closely related to other types of information, such as cost estimates, program

DACOM

D-779-89-01.2 4-12 D. Appleton Company, Inc.




Preliminary CALS Phase II Architecture
Section 4 - Architecture Requirements

tasks and schedules, materials management information, and field operations
data. Therefore, an IWSDB and its associated CITIS should also provide
support for some aspects of acquisition management and field operations
management. The primary focus must be on data that is shared between
contractors and/or government organizations.

A common set of basic technical data can be used to generate a variety of
information reports or screens for functional users. These reports or screens
are referred to as information products. For the most part, these information
products are currently being generated by today's application systems with
some manual intervention. Ultimately, these informc*ion products should
be generated on demand as part of the CITIS. Furthermore, by providing an
integrated database of all technical information, new information products,
such as required by concurrent engineering, may be generated. Figure 4-6
provides a list of information products by functional area as identified by the
Digital Information Exchange Task Group of the CALS Task Force.
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Figure 4-6 Information Products Requirements
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4.2 Control Architecture Requirements

The Control Architecture is intended to formally and rigorously define a
CALS Phase II environment that is integrated across all life cycle functional
requirements and independent of any specific implementation technology.
Establishment of a common Control Architecture as a reference model for
establishment of an Integrated Weapon System Database and uniform

Con ractor Integrated Technical Information Service for each individual
weapon system program is critical to achieving CALS Phase II objectives. The
Control Architecture must allow contractors to retrofit their existing technical
data systems to the greatest extent possible, while establishing an integrated
environment with substantial benefits and maintaining a clear migration
path to exploit rapidly emerging computing technology.

The dependence on and enormous financial and emotional investment in
legacy systems has been sighted by numerous contractors as the number one
inhibitor to the establishment of an integrated environment, even internally
to a single organization. Legacy systems are also a dominant constraining
factor in the government's ability to receive and use digital technical data.

Neither the government nor individual contractors can afford the full-scale
replacement of existing systems. Therefore, the development strategy to
establish a CITIS delivery system must be evolutionary. Interfaces must be
established and maintained with existing systems, but as systems are changed
or replaced, the new developments should conform to the integration
architecture.

Function Standards

From a conceptual integration viewpoint, a CALS Phase II environment
should provide a logically integrated database, which will directly support a
comprehensive set of advanced life cycle support applications. This concept is
illustrated in Figure 4-7. The key objective is to integrate the functional
processes that support the weapon system life cycle through the sharing of
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technical data, both within individual contractor organizations and between
various contractors and government organizations. The incorporation of
logistics support functions as an integral element in a contractor team'’s
design process is a critical requirement for the overall CALS Program.
Ultimately, a weapon system's CITIS should have the capability to support all
elements of concurrent engineering, allowing parallel analysis of design,
manufacturing, and support characteristics, as well as identification of
schedule, cost, and quality drivers, by multiple contractor team members and
government organizations.

) Technical Manual
Design Training Material
/ Authoring

Design Maintenance

Analysis | S A~ | Planning
Vel

Mfg. Process On-Line
Planning Provisioning
Material Spares
Reguirements and SERD
Planning / Ordering
Tooling Supportability
Design Analysis

Figure 4-7 Integrated Functional Processes

The requirement for improved automation can be viewed somewhat
independently from the requirement for process integration. However,
functional processes that depend on human interpretation and processing of
data are more difficult to integrate, since the interpretations are generally
private rather than shared. The establishment of a shared comprehensive
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and robust definition of weapon system characteristics that minimizes the
need for human interpretation will not only allow for improved automation
of individual functions, but will also facilitate the integration of functional
processes.

The objective of creating data once and using it many times implies that no
single user or application system has complete responsibility for the shared
data. Therefore, functional responsibility must be established for the
management and control of shared data. At least one major defense
contractor is in the processes of establishing a totally independent functional
organization for the maintenance of product definition data. ™ he function of
data administration has been recognized for some time to support business
applications and is now beginning to receive recognition for support of
engineering systems.

The basic functions that any information system performs include capture,
storage, retrieval, processing, and distribut. n of data. Stand-alone
applications perform all these functions on their own. A shared database
management system provides storage, retrieval and sometimes distribution
as a common service to all applications, thus avoiding the need to create and
maintain duplicate data, since a single system utility maintains the data and
provides it in the desired form to the applications that need it.

Logical processing functions are also often redundantly implemented across
various application systems. The definition and use of standard logical
processes can also be implemented as part of a shared system utility that
supports multiple functional applications. Not only are new functional
processes easier to automate with such a utility, but data integrity is also
improved since a single consistent interpretation is used. This capability is
already in wide use for lower level system functions, such as standard
scientific subroutine libraries, and is consistent with the emerging concepts
for object-oriented programming and rule-based inference engines.
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Shared logical processing functions can also be applied at a higher level as a
basic CITIS capability. The CAM-I Geometric Modeling Program, for example,
has developed a standard set of commands for application access to a
geometric modeling system. Through the standardized interface a shared
geometric modeler serves as a specialized inference engine for multiple
functional application systems, such as generative process planning, which
require part geometry information. A similar concept has been demonstrated
by the USAF PDDI and GMAP Programs. The technology from these
programs is being used on a limited basis by a few defense contractors.

The establishment of reusable fun-tions that support the total weapon system
life cycle, as well as the maintenance of shared reusable technical data, is a
principal objective of the Functional Standards of the CALS Phase II Control
Architecture.

Data Standards

An integrated view of the information topics that should be formally defined
by Data Standards contained in the CALS Data Dictionary is shown in Figure
4-7. The complete set of Data Standards, defined according to a formal
semantic modeling language such as IDEF1X, will likely contain several
thousand interrelated entities and associated attributes. As a practical matter,
multiple dictionaries will most likely be developed and maintained in
parallel. However, achievement of a totally integrated environment will
require that each data element (attribute) be unique and non-redundant. The
interrelationships between entities must also be non-contradicting and
logically consistent with the established overall practice for weapon system
ménagement. A hierarchy of data dictionary control structure that provides
consistency across multiple data dictionaries is discussed in Section 5. Each
weapon system program may elect to use only a portion the Data Standards
contained in the CALS Data Dictionary in order to control its IWNSDB. Each
contractor will likely map the standard CALS data definitions selected for the
IWSDB to his own internal data standards. This mapping would provide the
necessary roadmap for internal integration, as well as external integration, via
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Figure 4-8 Integrated CALS Data Standards
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CITIS capabilities. A contractor's internal data standards, for example, would
generally include business and management data types not addressed by the
CALS Data Standards.

The overall scope of the required technical data is set by the External
Architecture data requirements. In order to support advanced life cycle
applications and to facilitate integration by eliminating human
interpretations of weapon system characteristics, the target CALS Data
Standards must provide a robust representation of weapon system
characteristics. Many existing technical data management systems manage
technical data in files that are treated as undefined "bit buckets" which must
be interpreted by a specific application. Furthermore, part characteristics are
often only defined by raster images or two dimensional drawing files that can
be computer displayed, but require human interpretation. Several major
defense contractors have already committed to the establishment of full
three-dimensional part models that support computer interpretation of
tolerances, features, and other characteristics. Unfortunately, the most robust
schemes for representation of part characteristics are often proprietary to a
specific CAD/CAM system vendor. In order to achieve the desired level of
integration in a distributed heterogeneous multi-organizational
environment, the product definition representation scheme must be fully
shared and accessible by all users. The long-term goal of the PDES project is to
identify a standard robust definition of product characteristics. This requires
state-of-the-art advancements in non-proprietary digital representation
schemes in parallel with standardization efforts - a non-trivial challenge
indeed.

The set of data definitions associated with the physical definition of the
weapon system itself is central to the integrated structure. This definition set
must support all aspects of configuration management and eliminate the
requirement for separate as-designed, as-built, and as-maintained data
structures. Several defense contractors have adopted a mono-detail approach
to configuration management, which allows multiple views of the
configuration to be generated from the same data structure.
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No single geometric representation has proven to be adequate for all
applications. Therefore, a scheme to interrelate multiple representation
models for a single part is being investigated by the PDES project. The ability
to adequately model part features and assembly structures in three-
dimensional systems is still emerging. Furthermore, representation of
functional characteristics is available on a limited basis, but requires further
development.

The multi-layer weapon system definition is further extended by engineering
properties including reliability and supportability characteristics,
manufacturing specifications including the definition of tooling and
fabrication and assembly processes, and support specifications including the
definition of operating, maintenance, and repair processes.

Weapon system definition data is also interrelated with acquisition and
operations management information domains, which include life cycle tasks,
schedules, cost, change control, and inventory management of work-in-
process, field units, and spares.

The potential role of emerging PDES and LSAR (MIL-STD 1388-2B) data
definitions is discussed in Section 5.

Technical Standards

The conceptual network description allocates data generation, management,
access, and distribution responsibilities to specific functional groups that
participate in the weapon system life cycle. Figure 4-9 illustrates the
interrelationship between functions, data types, and user groups. The basic
decision on how the system will be distributed is defined by the External
Archiieciure.
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Figure 4-9 [IWSDB Data Distribution Strategy

Data management responsibilities may be partitioned by subsystem or
assembly, as well as by data type and function. One subcontractor, for
example, may be responsible for maintaining landing gear design and
manufacturing data, while another subcontractor has read-only access to the
landing gear tire specifications.

The actual network distribution strategy will probably vary from weapon
system to weapon system. However, basic roles and responsibilities should be
fully discussed as a part of the Preliminary CALS Phase II Architecture
review. Prime Contractors generally see their role as having centralized
control over all technical data since they are responsible for the total weapon
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system. Subcontractors, however, generally maintain their own technical
data and provide the data to the prime. A subcontractor may use common
technology and even common parts to satisfy the requirements of several
primes, in which case the subcontractor could be better able to manage the
technical data. An overall trade-off study is needed to establish the basic
decision criteria.

4.3 Internal Architecture Requirements

The Internal Architecture is technology constrained, which means the actual
description depends on the computing technology to be used. A wide variety
of computing technology and system designs may be used to implement
CITIS capabilities. However, the delivery system must adhere to the
established Control Architecture definitions and employ the proper set of
CALS Technical Standards. Two important areas of standardization for
which CALS preferences have not been identified are Database Management
Systems (DBMS) and Data Dictionaries. Near-term implementations of a
CITIS delivery system will most likely require standardization on a single
database access language since available distributed heterogeneous database
management capabilities are limited. These issues are discussed further in
Section 5.

A simplified view of the ideal CITIS delivery system architecture required to
support CALS Phase II IWSDB concepts from a technology implementation
design viewpoint is presented in Figure 4-10. Basically the strategy is to
provide a multi-layer open system architecture that allows for extensibility at
any layer.

At the bottom layer, users of various disciplines within various organizations
must have parallel access to the system on a national, if not world-wide, basis.
System access is limited by the user's role in the life cycle support of the
weapon system. Old users can be removed and new users added at any time.
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A user's infermation requirements are satisfied by one or more life cycle
support applications defined at the next layer. Applications can be modified
and new applications added without disruption to other applications.

Various life cycle applications may rely upon common tools for information
analysis or inferencing, such as a three-dimensional solid modeler, finite
element analysis processor, wind tunnel simulator, etc. Many of these
common "inferencing engines” are used internally by defense contractors,
and in some cases, defacto standards exist for using the tools, such as
NASTRAN for Finite Element Analysis. Ultimately, CALS Functional
Standards may be specified at this level, such that common tools may be used
across many applications by multiple contractor team members and
government agencies.

The applications are integrated through distributed but shared databases
defined at the next layer. New shared databases may be added without
disrupting existing databases or applications. The shared databases must be
developed and maintained in accordance with the data integrity rules defined
by an integrated data dictionary. The data dictionary definitions are defined at
the semantic level and fully normalized to allow for extensibility. The data
dictionary logically defines the IWSDB for specific weapon system programs.

The strategy for data and function distribution defined by the Network View
of the Control Architecture provides guidance for a more detailed network
specification as illustrated by Figure 4-11. Although the CALS Control
Architecture will not define a network structure to this level of detail, the
Control Architecture must identify Technical Standards that facilitate the
interconnection of government organizations, prime contractor, associate
prime contractors, subcontractors, and eventually even suppliers. The CALS
Telecommunication Plan identified an overall strategy for applying CALS
Technical Standards for networking between organizations.
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The data dictionary of the INSDB must be generally available throughout the
network and may itself require a distributed data dictionary system.
Ultimately, the IWSDB data dictionary system should support intelligent
gateway capabilities as described in the CALS Telecommunications Plan.

A series of subnetworks will often need to be interconnected within a
contractor node in order to provide direct accessibility to weapon system
technical data. These subnetworks generally fit within four broad categories:
office systems, CAD/CAM systems, business systems, and factory cor.‘rol
systems. Each categor, of subnetwork may have its own technical
requirements that must be considered in establishing the Technical Standards
for CITIS.
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Section 5.
Architecture Development Strategies

5.1 Strategy for Data Dictionary Development

The CALS Phase II Architecture is focused on the establishment of an
integrated weapon system life cycle database that supports the technical
information needs of both government organizations and the weapon system
contractor team. In order to establish a shared weapon system database, a
common view of product definition data must be established. As discussed in
the CALS Handbook, "One of the most difficult missions of the CALS (Phase
II) program is to review each item of data required by DoD or federal
acquisition policy or by a government functional specialist anc then
determine areas of duplication, overlap, functional equivalency, and
ultimately, unique requirements. Only then will it be possible to intelligently
discuss the file structures and database schemas that will permit CALS to
function. Simply automating the existing reams of custom reports and other
deliverables may improve delivery schedules, but will provide little long-
term gain.”

The problem of non-integrated data is further compounded by the loss of
information resulting from inadequate representation of product
characteristics. Studies of the use of the engineering drawing, which has been
the principal means of communicating design intent for decades, have
revealed that engineering drawings are often ambiguous and sometimes seli-
contradicting. Early attempts to automate product definition, still in wide
use today, resulted in digitized drawings, using either raster scanning or
vector graphics technology. In these environments, human interpretation of
the drawing is still required in order to determine the characteristics of a part.

The need to functionally replace engineering drawings with digital models of
product characteristics that support automated design interpretation and
drive advanced CAD/CAM and other product life cycle support applications
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has been recognized since the introduction of CIM concepts in the late 1970s.
Most leading CAD/CAM vendors use three-dimensional geometric modeling
techniques to provide automated interpretation for advanced applications.
Unfortunately, many of these CAD/CAM systems are incompatible with one
another and are built around closed system architectures. As a result, the
exchange of technical data describing product characteristics must often resort
to the lowest common denominator between the systems, human-oriented
graphical representations, rather than exchange computer-interpretable
digital part models.

In addition to iunproved integration and robustness of product definition
data, there is a need to expand the recognized scope of product definition data.
Complete product definition requires more than merely geometric
coordinates describing product shape. Product definition data also include
configuration characteristics, functional characteristics, physical characteristics
relating to materials and manufacturing processes, and operational
characteristics relating to reliability and maintainability. To provide
comprehensive and consistent life cycle information, the basic product
definition data must be interrelated with task definitions for engineering,
manufacturing, and logistics activities that control the cost, schedule, and
quality of the product. Complete life cycle support also requires the basic
product definition information to be interrelated to information about the
physical inventory of weapon systems, component parts, and materials both
in production and field operations. The scope of the required contents of an
IWSDB is defined not only by the type of data needed but also by the level of
definition. The required product definition data and its related information
must be able to describe the weapon system at the total system level, the
functional subsystem level, the physical assembly level, and the detail piece
part level. Although current logistics support data standards often address
the system and subsystem level descriptions, most of the work on product
definition standards has focused on piece part descriptions.
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Potential Role of PDES in a CALS Phase 11

The Product Data Exchange Specification (PDES), being jointly developed by
volunteer industrial organizations under the coordination of the National
Institute for Standards and Technology and the PDES, Inc. cooperative R&D
organization, is recognized as a critical element of the CALS Phase II
objectives and IWSDB implementation strategies. The establishment of the
first version of PDES, submitted to ISO in December 1988, has proven to be a
difficult and tedious task. The difficulty can be attributed to the requirement
to both extend the formal representation of product characteristics and to
obtain industry consensus on the data specification.

The PDES project mission from a CALS perspective should be to establish an
industry-accepted definition of the data that constitute a complete product
definition. This definition must support the sharing of data throughout the
product life cycle, provide for automated interpretation of product
characteristics, and allow for efficient implementation in a variety of
computing environments.

Although the publishing of PDES Version 1.0 is only the beginning of a long-
term goal, implementations of PDES Version 1.0 will likely provide little or
no functional improvement over current implementations of IGES and
internally-developed neutral formats. This is due to the limited scope of
PDES Version 1.0 and the lack of a comprehensive validation and testing plan
for shared database implementations of PDES versus the traditional file
exchange implementations. PDES Version 1.0 primarily addresses geometric
definition of detail parts. Although configuration definition and some
functional characteristics are being developed, considerable work is still
required. Furthermore, current PDES development efforts have not
addressed system, subsystemn, and assembly-level definitions, except for some
preliminary work by the Architectural, Engineering, and Construction
Committee. A top-down development strategy based on the overall
requirements and improvement objectives of CALS Phase II is needed to help
structure and prioritize current and future PDES-related development efforts.
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Weapon system requirements may well be different from the general
requirements of the current PDES community.

Potential Role of MIL-STD 1388-2B in CALS Phase 11

The two primary components of an Integrated Weapon System Database, as
identified in the 1988 CALS Report to Congress, are product data and support
data. The evolutionary path for standard definition of support data began
with the definition of procedures to provide on-line access to existing
contractor Logistic Support Analysis Record (LSAR) databases. Standard
inputs and reports from these databases are defined by MIL-STD 1388-24,
which is oriented toward sequential record management systems. However,
a number of contractors have implemented the standard using traditional
hierarchical database management systems. This standard is currently being
updated for relational database implementations by MIL-STD 1388-2B.

Although relational implementation of LSAR data will improve the
accessibility and flexibility of the database, a more important objective is to
understand and define the conceptual information structure indepenuent of
any particular implementation strategy. A number of defense contractors
have developed their own semantic data models for LSAR and are actively
participating in the development of an IDEF1X model of MIL-STD 1388-2B.
The recognition of the need for an integrated semantic data model in order to
properly define a LSAR database is similar to the evolution from IGES to the
current PDES development approach.

A Logistics Support Committee has been established for PDES development
activities. The scope of the data addressed by this committee will include the
data identified in MIL-STD 1388-2B, as well as additional data required to
provide integrated logistic support. Although the scope of this committee’s
activities appears to align with the overall requirements for a standard CALS
data architecture, the committee work is still in early development and has
not yet been integrated with other PDES development activities.
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Evolutionary Data Definition Strategy

Despite the enormous efforts that have already been put forth to standardize
data definitions for product definition and support, a significant multi-year
development effort still lies ahead. However, the size of the task should not
discourage attacking the problem head-on, given the fact that millions of
man-hours and dollars will be spent by DoD, contractors, and technology
vendors to improve technical information systems over the next several
years as the normal course of business. What is needed is an overall strategy
that will organize these development efforts such that data standards evolve
from th natural process of improving or replacing existing systems.
Agreement on the overall architecture of a CALS Phase II could provide the
necessary framework and catalyst to structure future development activities.
The current development efforts of PDES lack an overall business perspective
to guide the development of technical solutions. The proper business
perspective should be provided by the CALS initiative.

Although the near-term development of a single integrated CALS Data
Dictionary seems extremely difficult, if not impossible, without common data
definitions across all life cycle functions, integration through shared data
access will not be achieved. To be practical, the total CALS Data Dictionary
must be evolved a chunk at a time. Focusing on an individual functional
area, such as LSA, however, will result in redundancy and inconsistency with
other functional areas with common data requirements. Therefore, a layered
approach to constructing the CALS Data Dictionary, as illustrated in Figure 5-
1, is recommended. A CALS Kernel Data Dictionary which standardizes on
the data defining a weapon system's configuration should be established first
and used as the starting basis of all other data dictionary developments. The
second layer of data dictionaries should standardize on the data defining basic
weapon characteristics which are used in more than one functional
application area, such as shape/geometry definition, material specifications,
functional characteristics, and operational characteristics. Finally, the last
layer of dictionary definitions would standardize on data associated with a
particular functional area, such as spares reprocurement. The actual data
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dictionary used to support a functional area would include the kernel
definition, required shared characteristics data definitions, plus function-
specific data definitions. Any changes to the kernel or shared characteristics
data definitions would be validated across all functional areas.
Standardization efforts operating in parallel could be established for each
component of each layer.

§
. &l |5
Functional |8/, |5
Specific |S |28 « .-
S| ®ja
Data a & @
elSt s
R -2 Py
o|x |
Ch . Sh a r e.d Shape Function Material Operation
aracteristic Definition Definition Detinition Defintion
Data
Kernel Data Configuration Definition

Figure 5-1 Multi-Layer CALS Data Dictionary

5.2 Applications Development and Legacy Integration Strategy

The CALS target for the the 1990s is for digital data interchange and database
access to support a wide range of design, manufacturing, and support
applications within both DoD and industry. Cited examples include:

d Computer-aided Design
. Design Analysis
. Manufacturing Process Planning
DACOM
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. Tool Design

. Materials Requirements Planning

. Flexible Manufacturing Automation

. Supportability Analysis

. Maintenance Planning

. Technical Manual/Training Material Authoring
. Paperless Maintenance Aids

. On-line Provisioning

. Automated Spares Procurement/Reprocurement

The CALS approach is to impose interface and access standards, but to lez e
development of the applications to the users. Considerable investment has
already been made in existing application software that must continue to be
supported even with the establishment of an IWSDB supported by a CITIS.
Any information required by a specific application, which is not available
directly from the IWSDB, must be provided by a human user or some other
external source. If the same additional information is required by more than
one application system, the possibility for redundancy and loss of integrity is
introduced. Therefore, IWSDB extensions should lead application
development. For example, if part tolerance is required by both a standard
generative process planning system and by an automatic maintenance
inspection program, tolerance data should be added to the IWSDB and made
available to both.

Generally speaking, it is more feasible to build a standard interface from a
more robust database structure to a less robust application interface. A two-
dimensional part defirition required for a part sketch can be generated from a
three-dimensional part definition stored in the database. The reverse
interface from a two-dimensional database to a three-dimensional interface is
vbviously considerably more difficult. Maintaining a more robust database
definition, however, creates an additional burden for data capture and
database maintenance.
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An overall strategy for database development and application interface
support must be carefully thought out in the process of developing a detailed
CITIS delivery system architecture. Several contractors already have
aggressive strategies to maintain complete three-dimensional databases of
product definition. In addition, the work of cooperative development
programs such as IDS and GMAP should help establish a state-of-the-art
baseline for product definition and application interfaces.

5.3 Inter-organization Networking Strategy

A nation-wide and, ultimately, world-wide -'igital communications linkage
must be established that supports the movement of massive amounts of
technical data between heterogeneous computing systems to fully implement
on-line access to contractor-managed weapon system databases. The CALS
Telecommunications Plan identifies and discusses many of the issues
associated with this objective, including establishment of communication
protocol standards, network configuration management, access control, and
data security.

In addition to standardizing the application of communications technology,
an inter-organizational networking strategy must also standardize data
management services throughout the network. The long-term objective
identified by the CALS Telecommunications Plan is to provide an Intelligent
Gateway that integrates current data management and communications
capabilities. The Department of Energy is currently working with Lawrence
Livermore Laboratories to demonstrate such capabilities.

The required services of an Intelligent Gateway have been identified to
include the following:

° User/application interface services provide for the specification of

requests for integrated data, as well as the presentation of results.

Though they are not a part of the gateway, they provide the requester
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with uniform access to the gateway by supporting a "global request
language" that embodies the semantics of the applications.

. View management services keep track of the objects in the integrated
view, including relationships among such objects and associated
operations, in order to interpret requests for operations on objects that
are accessible through the gateway. They include directory services to
locate the referenced objects.

d Decomposition and routing services map requests specified in terms of
obj.:ts and operations in the integrated view into a set of specific

requests targeted at the underlying databases and access services, and
route the resulting queries to specific target facilities.

. Invocation and execution control services provide facilities for
initiating and tracking requests in the distributed, heterogeneous
computing environment. In this they provide services similar to a
distributed operating system. They execute the access plan produced by
the decomposition and routing services and manage the submission of
the individual queries and the return of responses.

5.4 Standards Development Requirements

A primary objective of CALS is to improve efficiency and effectiveness in the
management of digital data. It is crucial that shared weapon system data be
standardized; that is, that rules be established to govern just what the data are.
Clearly, those rules must govern data definition. However, they must also
govern data integrity and data consistency. In addition, the rules must be
defined in such a way as to ensure that consistency and integrity are
maintained as new data are added to support new activities. To accomplish
this objective, data standards established for an IWSDB must define "data
integrity rules.”
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Becaus= technologies will undoubtedly change through time, it is critical that
the data integrity rules be independent of technical standards used for
implementation; that is, they cannot be linked to any specific storage or
manipulation technology. However, data integrity rules must be
transformable, algorithmically, into various technical representation
structures for computer-based implementation. The data integrity rules,
therefore, must be neutral.

Currently, some Data Standards are embedded in CALS Functional Standards.
However, these Data Standards are limited to data element descriptions, and
defined separately for individual Functional Standards, leading to
redundancy and inconsistency in data definitions among Functional
Standards. The CALS Control Architecture must ensure that Data Standards
are consistent among the various Functional Standards. The most practical
way to accomplish this objective is to maintain all Data Standards as a whole
through the use of a common CALS Data Dictionary System. Unfortunately,
most current data dictionary systems are focused on maintaining data
definition in an implementation-based format.

Figures 5-2 and 5-3, presented by Boeing to an IDS TAG group, illustrate the
evolving role of a data dictionary system. Initial usage may be limited to
simply a glossary that is used by system developers. An active data dictionary
system, however, may support development activities directly by generating
data definition sections of applications programs and controlling the design of
shared databases. At maturity, the data dictionary may be involved directly in
the run-time processing of user requests by providing the basic capability of an
intelligent gateway. The current IRDS standard only addresses the basic
glossary functions of a data dictionary. Furthermore, without user
extensions, the data definitions are oriented to implementation views of the
data (internal schema). Additional capabilities will be required to support
CALS integration. Most significantly, data definitions must be captured and
maintained at the semantic data modeling level.
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Development of rigorous definitions for the proper semantic interpretation
of shared data requires the use of a formal semantic modeling language, such
as the IDEF1X syntax developed for the USAF and widely used by a number of
defense contractors. However, the modeling language is only a tool to define
the definitions. Consensus must be reached on a common semantic
interpretation by all parties wishing to share data. This requires a
comprehensive strategy and well-established procedures for development of
CALS Data Standards for the IWSDB. The dictionary system should serve as a
common tool to help facilitate the development of Data Standards and as a
common tool to use the Data Standard in implementing and using an
IWSDB.
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Data Management Transition
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Data Management Transition
(a) Mid-Term Transition (3-5 years)
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Section 6.
Issues and Recommendations

Establishment of Contractor Integrated Technical Information Service and the
resulting Integrated Weapon System Database are not unique CALS concepts.
The basic concepts, as well as the technology to support them, are natural
outcomes of fundamental trends in information technology, supporting even
more fundamental trends toward electronically-based industry trading
partnerships. The unique contribution of CALS Phase II is an overall
architecture and set of standards that will be used to guide industry and
government investments in automatio.: {0 ensure their interoperability, to
reduce costs attendant to information management (for both government
and industry), and to increase the quality of information overall.

Even though the CALS Phase II Architecture is not based on revolutionary
concepts, there are numerous barriers to effective implementation. Most of
these barriers are cultural; however, it would be misrepresenting the state of
integration technology tc imply that there are no technical issues. The
following section provides recommendations based on some of the key issues
that are slowing the meaningful implementation of CALS Phase II. The
recommendations offered are based on the following critical assumptions:

. That while CALS Phase I and CALS Phase II options are not mutually
exclusive in that they share some common functicnal and technical
standards, CALS Phase II defines a distinct set of services that DoD
wishes to buy and industry wishes to provide.

d To achieve these mutual objectives, DoD and industry are willing, over
time, to make significant adjustments to their operating relationships.

DACOM
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. That the technical capabilities required to establish a rudimentary, but
nevertheless definitive, form of CALS Phase I exist today and will
continue to evolve as the demand for CALS Phase II services increases.

. That specific actions, especially as related to existing and future
standards, must be taken to definitize CALS Phase II, especially with
regard to Data Standards and standards affecting data management
technology.

. That standards actions spearheaded by the CALS Policy Office will
generally be consistent with those currently being contemplated by
industry.

The following recommendations have been divided into the categories of
general recommendations and standards recommendations.

6.1 General Recommendations
Development of Final CALS Phase II Architecture

This document has been developed as a "Preliminary” Architecture. It is
important that it be reviewed by appropriate personnel in the DoD and
aerospace/defense industry, and that comments and recommendations be
considered for incorporation into the document before its final publication.

Recommendation #1 - Within the month following submission of this
report, the CALS Industry Task Group and the DoD CALS Steering
Committee should select a few (no more than 10 each) specific individuals to
review this Preliminary CALS Phase II Architecture document and provide
substantive comments to the OSD Policy Office. Within three months
foliowing that review, the OSD Policy Office should complete modifications
to this report, and, working with the contractor, define and publish the Final
CALS Phase I Architecture.
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Industry Technical Advisory Group for CALS Phase 11

The CALS Industry Task Force (CITF) organization has constituted a number
of "task groups,” including Acquisition, Concurrent Engineering, Data
Protection and Integrity, and Digital Information Exchange. Currently, all of
these task groups with their subcommittees discuss various issues that have
implications for CALS Phase II implementation; yet, these discussions are
uncoordinated as regards CALS Phase II. It is important that the CALS
Industry Task Force support the eventual functional specifications for CITIS
procurement. The creation of a CALS Phase II Technical Adv-sory Group is
an approach that woutd focus CITF attention on CALS Phase IL.

Recommendation #2 - Immediately upon issuance of the Final CALS Phase 1
Architecture, the OSD Policy Office should formally request the CALS
Industry Task Force to establish the CALS Phase II Technical Advisory Group.
Within the first six months of its existence, this group should provide
detailed recommendations for modifications to existing standards and for
implementation strategies. It should also provide guidance to other formal
CITF Task Groups.

Coordination with Computer Technology Vendors

Ultimately, the primary path toward implementation of CALS Phase II
capabilities will come through commercial products that support CALS Phase
I concepts and goals. It is important, therefore, that a means be developed for
involving computer technology vendors in the development of CITIS and
IWEDB specifications.

Recommendation #3 - It is recommended that, immediately upon
publication of the Final CALS Phase II Architecture, the CALS Policy Office
move to establish liaison with one or more organizations that can provide a
forum for review and comment by technology vendors on the CALS Phase II
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documentation, after that documentation has been reviewed by industry and
government.

6.2 Standards Recommendations

The CALS Control Architecture calls for three distinct types of standards:
Functional Standards, Technical Standards, and Data Standards. Many of the
existing standards could be placed into more than one of these categories; for
example, many of today's Functional Standards provide data element
descriptions, which could be classified as Data Standards. However, in the
discussion below, there is an effor* to classify existing standards into one and
only one category based on the primary purpose of the standard.

Functional Standards

Review Data Element Descriptions

Appendix B contains a list of existing functional standards mapped against
individual weapon system life cycle stages. The majority of these standards
contain data element descriptions, and there are redundancies and
inconsistencies in those data element descriptions across Functional
Standards. These redundancies and inconsistencies create serious problems
in reporting.

Recommendation #4 - Within the next six months, the CALS Policy Office
should establish a schedule for the review of data element descriptions in
existing CALS critical path standards, i.e., standards dealing directly with
cohfiguratior\, product, and support data deliverables. This schedule should
be synchronized with any planned republishing of existing standards. Data
element descriptions for each selected functional standard should be
modeled, using the modeling technique and procedure recommended below,

and coordinated with other functional data models by means of the CALS
Data Dictionary.
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Revise Standard for Developing Functional Standards

Though there are many existing Functional Standards, new standards that
affect the CALS agenda are in various stages of preparation. It is important
that these new Functional Standards be developed in accordance with CALS
Phase II requirements as they affect data definitions.

Recommendation #5 - Within the next six months, the CALS Policy Office
should propose modifications to the DoD standard for developing Functional
Standards (MIL-STD-962A), particularly in the area of data element
defi..itions. The proposed changes should be consistent with the CALS Phase
I1 data management strategy.

Concurrent Engineering

Because of its focus on technical data in a production team environment,
CALS Phase II has a lot in common with DoD activities focused on
Concurrent Engineering.

Recommendation #6 - Within the first six months following publication of
the Final CALS Phase II Architecture, the CALS Policy Office should establish
formal relationships with the various Concurrent Engineering projects
currently on-going in DoD. It should seek to influence these projects to be
compatible with CALS Phase I strategies and objectives.

Technical Standards

The bulk of the Technical Standards that affect CALS Phase II are contain~ in
MIL-STD-1840A. These standards must be reviewed to determine what, if
any, modifications are required to support CALS Phase II. The primary area
of new Technical Standards deveiopment to support CALS Phase II is data
management. The following recommendations concentrate on that area.
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Data Dictionary Systems

Data dictionary systems are a crucial enabler to CALS Phase II. The basic
Information Resource Directory System (IRDS) standard is insufficient for the
purposes of CALS Phase II. Significant extensions must be made to this
standard to introduce several important dimensions, including capability to
deal with distributed, heterogeneous databases; increased capabilities for
dealing with technical data; introduction of the three schema architecture;
and capabilities for developing, managing, and deploying a conceptual
schema.

Recommendation #7 - Upon release of the Final CALS Phase I Architecture,
the CALS Policy Office should initiate a detailed review of the IRDS standard.
Based on that review, the Policy Office should request that NIST recommend
changes to that standard necessary to bring it into compliance with CALS
Phase II requirements. In addition, once the Data Dictionary System
requirements have been defined, the Policy Office should initiate action to
build a CALS Data Dictionary System that will be used to support construction
and maintenance of the CALS Data Dictionary, as described below. The
capability to import, export, and compare data dictionaries and to use the data
dictionary actively in a three schema architecture is of paramount
importance.

Distributed, Heterogeneous Database Management

Currently, distributed, heterogeneous database management is being handled
by "home grown" data dictionary systems and intelligent gateways. These
home grown systems are the linchpins of CALS Phase II. It is important that
a standards effort be initiated to deal with this emerging problem. Such an
effort should be consistent with plans for the IRDS standard, as well as with
the distributed database management strategies being considered by SQL
standards groups. At minimum, a distributed database management strategy
should be based on standard SQL interfaces to existing DBMSs. To accomplish
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this, the SQL standard, itself, may have to be modified to be consistent with
the data modeling technique employed by CALS (especially as it relates to
referential integrity) and to provide additional SQL capabilities for handling
technical data. The latter types of extensions may require that SQL be
modified to handle object-oriented database representations. If the SQL
standards groups will not deal with object-oriented technology, then a new
standards activity, specifically fccused on object oriented database
management standards, may be required.

Recommendation #8 - Immediately upon approval of the Final CALS Phase
I1 Architecture, the CALS Policy Office should request NIST to conduc: a
review of the various standards activities that have an effect on distributed,
heterogeneous database management, specifically including the IRDS and
SQL activities. NIST should be asked to make recommendations to the Policy
Office as to appropriate actions that would bring these efforts into compliance
with CALS Phase II requirements.

Security and Data Access

One of the most sensitive issues associated with CALS Phase II
implementation is unauthorized access by the government or by trading
partners to data that is resident in "private” ADP systems. Because of
uncertainty and confusion about what the term "controlled access” actually
means, there is concern that CALS Phase II will result in the government or
competitors gaining unauthorized access to corporate proprietary data. This,
of course, is not the intent or objective of CALS Phase II. There are examples
of successful government on-line access to data housed in contractor
databases. For example, the Air Force Logistics Command has on-line access
to F-16 data maintained by General Dynamics and the Navy logistics
infrastructure has on-line access to F-18 data maintained by Northrop.

There are several technical issues associated with protecting classified DoD
data and the proprietary data of contractors. Recent widespread unauthorized
access to nationwide computer networks by creative "hackers," as well as the
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emergence of "viruses," have exacerbated the problem. There are many
technical dimensions to the security problem, such as personnel security
clearances, facility clearance, storage, databases, etc. From the viewpoint of a
CALS Phase II implementation, it is important to address the security and
access issue forthrightly in the functional specification for implementation.

Recommendation #9 - The joint DoD/industry CALS security task group
should participate in the development of security and data access
specifications to be included in CALS Phase II Control Architecture.

Data Standards

Since the primary end game for CALS Phase II is on-line access to contractor
maintained technical and support databases, the area of data management is
of primary importance. The following recommendations relate o the
development of a new class of standards, called Data Standards, that have not
heretofore existed. This is not to say that Data Standards as defined below are
not under development within most of the corporations that comprise the
defense industrial supply base. Indeed, they are. However, the bulk of these
standards - with the notable exception of the PDES standard - are being
developed to support internal data communications, not communications
with trading partners or with the DoD. One of the primary CALS objectives is
to provide a set of Data Standards that can be employed by contractor teams
for controlling those data that will be delivered to, or accessed by, elements of
the DoD. The immediate focus of these Data Standards activities is on
product configuration, design, and support data, which is a subset of the
Integrated Weapon System Database. These CALS Data Standards will
comprise the CALS Data Dictionary, and they will be managed by the CALS
Data Dictionary System. They will be derived, for the most part, from
modeling data element descriptions contained in current and future DoD
Functional Standards. The first effort in this direction has already been
undertaken in the rework of the data element descriptions contained in MIL-
STD-1388-2B.
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Validate the Preliminary CALS Phase II Architecture Data Categories

The IWSDB data categories contained in this Preliminary Architecture were
derived from input developed under a project sponsored by the Digital
Information Exchange Task Group of the CALS Industry Task Force. The
project defined a broad range of data categories and associated information
products that are generated at various stages of the weapon system life cycle.
This taxonomy of data categories reflects some industry consensus but, by no
means has it been generally accepted. For instance, perhaps the data category
“transportatio” should be treated as a subset of the "logistics” data category
instead of the "management" data category. The important point is: an
industry generated template exists that should be validated and which should
eventually become the reference point for the CALS Data Dictionary.

Recommendation #10 - Upon issuance of the Final CALS Phase II
Architecture, the CALS Policy Office should formally request that the Digital
Information Exchange Task Group of the CALS Industry Task Force should be
encouraged to take the list of data categories, revise it in accordance with
IDEF1X (the Entity-Relationship level), and officially recommend the revised
categories as a template for the CALS Data Dictionary. This template should
be validated against long-range PDES development plans.

CALS Data Dictionary Management Procedure

A major objective of CALS Phase II is to establish a CALS Data Dictionary that
will be employed by the DoD and the Aerospace/Defense industry for the
development of IWSDBs. CALS has determined that it is of critical
importance that work be initiated to build a CALS Data Dictionary that will
contain the CALS Data Standards. Elements of this data dictionary will be
prormnulgated through the CALS Handbook as well as MIL STD-1840A.
Building and maintaining the CALS Data Dictionary is not a project; it is a
process, that will be on-going for many years. The CALS Data Dictionary
Management Procedure should define how functional data dictionaries, i.e.,
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data dictionaries that support individual functional standards, will be
developed - see the above recommendation - and how they will be validated
by means of the CALS Data Dictionary. The procedure will also involve the
use of the CALS Data Dictionary System.

Recommendation #11 - Upon release of the Final CALS Phase II Architecture,
the CALS Policy Office should initiate action to develop the CALS Data
Dictionary Management Procedure using the guidelines established in this

report. This procedure should be a source of modifications to the standard for
developing Functional Standards, and it should be a source of requirements
for development of the CALS Data Dictionary System.
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FOREWORD
Long-range planning for computing has been a subject of grezt inTorec-
for a lcrng time. The MIS/DP executive has long-range dec:s:icns T2 mare
about catabase and communications architectures, hardware sirategies,
end epolication portfclio priorities. The emergence of the verscrnz. -om-
puter and decentralization adds organizaticnal strategies {encd pciitics:
to the already cecmplex technical issues.
Enterprise-wice Informaticn Management [EwIM)! addresses the
leng-range plenning fcr computing. The premise of EwIM 1s
possible to effectively plan for the use cf computing and
tecanclogy in business. Furthermore, it is possible te condu
thet effectively links business planning with tecnquog gl 2
EwIM approach is to develcp the underlying intellectual framewsrk o [.:nb
the planning concepts and components to produce & useful and ccherent
resule. EwIM expects to produce a result that can be useld 1o driove
plenning and produce effective planning processes for enterprises.
A key compenent of EwIM is information system architecture. Res:idinmg in
the technology domain, it plays the crucial role in the al:gnment :ssues
and ultimately in the impact issues. John Zachman has, fcor nany vears,
teen a p:Ofinen: figure in the area of informaticn systems arch:teciure,
John's early ettempt to define the term architecture, ha 1z ce-
velop a rather unigue concek.;al‘zat‘ol of informaticn nitec-
ture. Drawing from the field of classical a*ch‘te re, he suggests that,
in the course of constructing a building, there exists several levels cf
architectural representaticons each level having a different persgecztive
He further suggests that there exists analogous sets of architectura.
representaticns in the course of building any complex engineering prod-
vet, including an informeticn system. Jchn has presented Ris work at many
cenferences held by the information systems community including the fi-sz
EwIM worksheop. It has received wide acceptance. This document descrioes
his work

M. M. Farker
Los Angeles Scientilfic Center
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ABSTRACT

The subject of Information Systems Architecture is currentiy rece:vor,
consicderable attention. The increased design scopes and leveis cf cor-
plexity of information systems implementation necess.tate the use cf sc-¢
legical censtruct (or archatecture) for def:ning and contre .
interfaces and the 1integration of all of the system's components Tre
asount of capital involved and the increasing dependency cf a =
success on its information systems preclude undisciplined appr
manasgement cf those system

On the assumption that an understanding of information systems arciile. -
ture 1s important to the development of a disc:plined approach, the
, is Informat:cn Systore

guesticn that naturelly arises is ''What, in fact y

Architecture”? This paper is an attempt to establish an independent <e-
¥

f:nit:on c¢f architecture and tc map that definition on to the &aree ¢f

information systems. Some preliminary cenclusicns &s to the implicat:icrs
cf the resultant descriptive framework are drawn.
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Preface

The subject of Information Systems Architecture 1is receiving incre:
attention among information professionals. IBM has taken «corsicer
interest in the subject and recently convened a task force at Corporete |
study the subject, establish corporate directicns and quideiines f
architecture, and se1ect a3 set of tecols and methodologies for implerentetic
Having been afforded the opportunity to participate in that task ‘cr;\, my
initial reaction was that the subject of architecture needec more defirotic

before guidelines could be estzblished or tools selected.
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Since 1 have been a part of a rather small community of pecple irterestzc
the subjects of Erterprise Analysis and Architecture, etc. for mary yez-s,
am painfully aware that we have had great difficulty communicating witr ore
another- and understanding how we related to each other. It hes always beer
clear to me that "architecture"” meant different things to differenrt pe:;‘g arc
it was equally clear that the subject's definition wou?d continuye to be
elusive as long as we were attempting to define it out of the context ¢ cur

Sy
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own experiences and biases. Therefore, it would likely require a tosz’
independent definition, outside the realm of Informatwon Systems, tc e<Lc:It
a basic understanding or definition, and then it would require ar effcrt

build an analogue in the information systems area in order to get a ratizna

objective specification of the subject.
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This paper is an attempt to establish that independent definiticr ¢f
architecture and to map that definition into the area of information syste~s:
then, to draw some preliminary conclusions as to the implications ¢f <ne
resultant descriptive framework.




Introduction

The <cubject of information systems architecture 1is beginnirg tec receive
considerable attention. The increased design scopes and levels of cormplert+

of information systems implementations are forcing the use of seme looics’
construct {or architecture) for defining and controlling the interfaces arc

the integration of all of the system's components. A mere 30 or so years aqc
this was not a significant issue at all because the technology itself dic rc

(Ve

ohd
provide for either breadth in scope or depth in complexity in inforrzticn
systems. The inherent limitations of 4K machines, for example, constrzired
design and necessitated sub-optimal approaches for automzting a busiress.

¢

Current techrology is rapidly removing both conceptual anc firarc-:
constraints. It is not hard to speculate about, if not reazlize, ver, large
very complex systems implementations, extending in scope and ccmp]exétg't
encompass an entire enterprise. One can readily delineate the merits cf «r
larce, complex, enterprise-oriented approaches. Suh  systems 2llc
flexitility in maraging business changes and coherency in the mgrageTsni o
business resources. However, there also is merit in the more traditicral,
smaller, sub-optimal systems design approach as well. Such systems are
reletively eccnomical, quickly implemented, ard easier to desicr and manace.

In either case, as the technology permits “"distributing" very large amounts ¢
crputing facilities in very small packages tc very remote lecations, srne
kind of structure (or architecture) is imperative because decentralizatior
without structure is chaos. Therefore, to keep from dis-integrating the
busiress, the concept of information systems architecture is becoming less erd
Tess of an option for establishing some order and control in the investmert of
infcrmation systems resources. The amount of capital invoived, and the
increasing dependency of the business' success on its information systems
preciude undisciplired approaches to management of those systems.

On the assumption that an understanding of informatinn systems architecture it
important to the development of a disciplined approach, the question that
naturally arises is "What, in fact, is Information Systems Architecture'?
Unforturately, among the proponents of I/S architecture, there seems t3 be
little consistency in concepts or in specifications of "architecture" to +he
extent that the words "information systems architecture" are already losing
their meaning!

It is nrecessary to develop some kind of framework in order to raticnalize
these varying architectural concepts and specifications in order to provide
for clarity of professional communication, to allow for improving and
integrating development methodologies and tcols, and to establish credibility
and confidence in the investment of systems resources.

In searching for an objective, independent pattern on which to btase a
framework for information systems architecture, it seems only lngical to look
to the field of (classical) architecture itself. In so dning, it could be
possible to learn from the thousand or so years of experience that has been
accumulated in that field. Definition of the deliverables of the classical
architect could lead to the specification of analogous information svstems
architectural products and in so doirg, <classify our concepts and
epecifications,




with this objective in mind, that is, of describing the anzlcgous irfnrmaean
systems architectural representations, the following is an exz™irzs:or ¢ e
c‘lassical1 architect's deliverables produced in the process of bt icire :
building i
A. "Bubble Charts"
The first architectural deliverable created by the zreneizecs o
cenceptuz)l representation, a "bubble chart", which decicts, v zrmce
terms, the size, shape, spatial reiaticnships and basic irters r9 ovs
final structure. This “bubble chart” results from  the  Grse-s
ccnversations between the architect and prospective owrsr. A tzi=rie ¢¥

such en initial conversation might be:

"I'd like to build a building."

"What kind of building did vou have in mind? Oo vou sler 1o <lee

in 1t? Eat in 3t? VWork in it?"

"Well, 1'd like to sleep in it."

"Ch, you want to build a house?”

“Yes, 1'd like a hocuse."

"How large a house did ycu have in ming?"

"Well, my lct size is 20C' x 300'."

“Then, you went a house about 50" x 100'?*

"Yes, that's about right."

"How many bedrooms do yocu need?"

"Well, I have two children, so 1'd like three becrgcms.™
etc.

Note that each question serves to pose a constrairt (the lct size) cr
identify a requiremert (the number of bedrocoms) in order to ectablish tre
“ballpark” withinr which any design will take place. From the above
dialog, the architect can depict what the owner has in mind in the fcrr
of a series of "bubbles", each bubble representing a room, its gross
size, shape, spatial relationships, etc.

{
et Dt Ci«‘-_c_lm .

Figure 1. Architect's Rubble Chart,
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The architect prepares thic bubble chart for two reasons., Firsy, he/cre

o vy

must elicit from the prospective owner what they have in mind ir arder t¢
serve as a foundation or basis for the architect's actual desicr wcrn.
Second the architect must convince the owner that he/she undersrzre-c the

owner's desires well enough that the owner will pey for the crezti.e v
to follow, and in effect, initiate the project.

LT

“

[pronuCT NATURE /PURPOSE T

"BUEBLE CHARTS” [ *  BASIC CONCEPTS FOF BUILDING

* GROSS SIZIKG, SHAPE, SPATJAL RELATIONSHFS
ARCHITECT/OWNER MUTUAL LINDEPSTAND NG

* INITIATE PRCJECT

Figure 2. "Bubble Charts"

Having established a basic understanding with the pro<pec&2ve owrer, <
archlbecL produces the next set of arcnxtectura] celiveratles wnich are
called architect's drawings.

Architect's Drawings
The architect's drawings are

requirements, a depiction o©
perspective,

transcription of the owner's percer ua

8 t
T the final product from the owrer's

The drawings include horizontal sections (floor plans), vertical section s
(cut-aways% and pictorial representations depicting the artistic motif
of the final structure. The purpose of these drawings is to enable the
owner to relate to them and to agree or disagree: "That is exactly what
I had in mind!" or "Make the following modifications.”

The drawings can be very detailed, however, they are normally develcped
only to the level of detail required for the prospective owner to
understand and approve the design.

FRODUCT HATYURE /PURPOSE
’ARCHITECT'S * FINAL EH VNER
ERireis ' BUILDING AS SEEN BY THE OwWnEwm

FLOOR PLANS. CUT-AWAYS, PICTURES
ARCHITECT/OWNER AGREEMENT ON BUILDING
© ESTABLISH CONTRACT

Figure 3. Architect's Drawings

Once the owner agrees that the architect has captured what he or she had
in mind, and further agrees to pay the price for continuing the project,

-4 -




the architect produces the next set of architectural deliveretles wheocr
is called the architect's plans.

Architect's Plans

Architect's plans are the translation of the cwner's perceptiors/recuire-
ments into a producible product. The plans are the designer's represer-
tation of the final product (as opposed to the OWNET 'S representat-c-
which is embodied in the drawincs). The designer's represeniztic-

PRI =R NI

(Plans) specify the material composition of the final product.

Plans are composed of 16 categories of detziled representatior: irciy
site work, electrical system, masonry, wood structure, etc.
describe material relationships in the form of diagrams ("dreain
well as bills of material. These plans are the finel deliv
prepared by the architect and ultimately become the official "re
the finished structure.

A an .
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PRODUCT NLTU;E/PUEFSSE
ARCHITECT'S *  FINAL BUILDING &S SEEN BY TEE DESIGNIR
PLARS .

TRANSLATION OF OWNER'S VIEW INTO A PRODULT
DETAILED DRAWINGS -- 16 CATEGORIES
BASIS FOR NEGOTIATION W/GEN. CONTRACTOR

Figure 4. Architect's Plans.

The architect's plans are prepared to serve as a basis for negeotietior
with a general contractor. The owner takes the plans tc a contractor
and says "Build me one of these." [If the contracter builds "one of
these,” which is represented in the architect's plens, the owner has &
high probability of getting what he/she wants, which is depicted in tre
architect's drawings.

As a result of the negotiations between the owner and general contractor,
the plans may be modified because of cost/price considerations, but
finally serve to represent what is committed to construction.

Contractor's Plans

At this point, the contractor re-draws the architect's plans tc represent
the builder's perspective. This is due to the fact that complex
engineering products are not normally built in a day. Some phased
approach is required which, in the case of a building, may be comprised
of first, some site work; next, the foundation; next the first filcor,
etc. Furthermore, the contractor may have technology constraints.
Either the tool technology or process technology may constrain his
ability to produce precisely what the architect has designed. In either
case, the contractor will have to design a reasonable facsimile which s
buildable and satisfies the reguirements. These technology constraints,




plus the natural constraints requiring phased construction, are reflect
in the contractor's plans which represent the builder's perspective &
serve to direct the actual construction activity.

PRODLCT HATURE /PURPGSE

CONTRAETOR’S * FINAL BUILDING AS SEEN BY THE RUILDER

PLAN * ARCHITECT'S PLANS CORSTRAINED BY LAWS OF
NATURE ARD AVAILABLE TECHNOLOGY

“HOW TO BUILD 1T~ DESCRIPTION
*  DIRECTS CONSTRUCTION ACTIVITIES

Figure 5. Contractor's Plans,

Shop Plans

Other representations, short of the final structure itself, are preczrec
by sub-contractors. These representations are:called shop plars arg are
drawings of parts or subsections which™ are an out-of-coriext
specification of what actually will be faebricated or assemblec. The
drawings, architect's plans and contractor’s plans are all in-context
because the owner, architect and contractor are all concerned with the
entirety of the structure whereas the sub-contractor's representations
are out-of-context because they are concerned with components Or paris of
the total structure. These shop plans might even serve &s petterns for 2
quantity of identical parts to be fabricated for the project.

PRODUCT HATURE /PURPOSE

SHOP PLANS *  SUB-CONTRACTOR'S DESIGN OF A PART/SECTION
*  DETAILED STAND-ALONE MODEL

*  SPECIFICATION OF WHAT [S TQ BE CONSTRUCTED
®  PATTERN

Figure 6. Shop Plans.

The Building

In the case of buildings, the final representation i{s the physical
building itself.




In summary, there are a set of "architectural” representatio
precuced in the process of constructing a building.
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LE CHRRTS™ | * BASIC CONCEPTS FOP BUILDING !

* GROSS SIZIKG, SWAPE, §P&Tial RELATIONC-1FT |
* ARCHITECT/OWNER MUTUAL URDEESTAKDING ;
* INITIATE PROUELT

ARCITECTYS * FINAL BUILDING AS SEZ BY TR Qwvif
DF2n NG ‘ FLOOR PLANS, CUT-2WAYS, PICTURES
" ARCHITECT/OWNER AGRZEMENT Ch BulLDING

A
' ESIABLXSH CONTRACT

ARCHITECT'S * FINAL BUILDING AS SEEN 3Y THE DESIGNER
PLANS * TRANSLETION OF OWNER'S VIEw INTO & PACSUCT
* DETAILED DRAWINGS -- 1£& CATEGORIES
* BASIS FOR NEGOTIATION wW/GEN. COXTRACTOR
cg;:fégroa's *  FINAL BU!ILDING AS SEEN BY THE RUILDER
R * ARCHITECT’S PLANS CONSTRAINED BY LAWS OF
NATURE AND AVAILABLE TECHNZLOGY
*  “H0W TO BUILD IT” DESCRIPTON
* DIRECTS CCNSTBUCTION ACTIVITIES
SHEOF PLAKS : SUS-CONTRA S DESIGN OF A PART/SEITICN
* DETAILED -ALONE MODEL
: S°¢CIFICAT ON Dr WHAT 1S TO BE CONSTRUCTED
* PATTERM
BUILDING * PHYSICAL BUILDING

Figure 7. The set of architectural representations prepared
over the process of building a building.

A Generic Set of Architectural Representations

Having specified the set of architectural representatinns procduced in the
process of building a building, it becomes apparent that this may be a gereric
set of “architectures" produced in the process of building any complex
engineering product. A cursory examination of air frame manufacturing appears
to validate this hypothesis as follows:
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"Concepts" Equals "Bubble Charts”

The air freme menufacturers begin with some "concepts” specificaeticr ¢4
the “ballpark" in which they intenrd to manufacture. For example, tr
final product will fly so high, so fast, so far, for such and suc
purpose, $o manv people, etc. etc. to establish the gross size, sheze
performance of the intended product.

Work Breakdown Structure Equals Architect's Drawings

-4
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The work breakdown <structure 1is the ‘owner's operspective."

government requires that the menufacturer specify the work «:
accomplished in terms of the components/systems against which cosis &
accrued and schedules are managed. Ir this fashicn, the gqoverrre

controls the manufacturer in the production of the procuct.

3

r

Engineerina Desicn Equals Architect's Plans

Engineering, the desigrers, translates the wcrk brezkdown structure irze
a3 physical product., The resultant "engineering decign" is compcsec ¢f
drawings and bilis of material.

Manufacturing Fncineering Bill of Materials £gUals Contrecter's P}

o
b}
t

Manufacturing Enginecring, the builders, apply the laws of nature arc
technclogy constraints to the engireering design to describe how tco builc
the product (inside-out, bottom-up) and insure everything desigred is

actually producible.

Assembly and Fabricaticn Drawings Equels Shop Plans

Assembly and Fabrication drawings are the irstructions to the shop fiocor
personnel on how they ‘are to assemble/fabricate the pieces or parts as
stand-alcne entities.

Machine Tool Representation

Because manufacturing uses computer-controlled equipment to produce scme
parts, they insert an additional representation of the finzl piece ¢r
part, short of the physical part ditself. This representation is &

"srggram” ("numerical code program"), a machine language representaticn.
p prog guag P

Airplane Equals Building

The final representation is not really a representation (architecture)
but the actual, physical thing itself. :

In any case, there appears to be conceptual equivalents in the manufacturing
industry for the architectural representations of the construction industry.
This would strengthen the argument that an analogous set of architectural
representeations are likely to be produced over the process of building any
complex engineering product, including an Information System,
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Eefore identifying the information systems analogues, 1t s useful tc mabe
scme general observations with regard to architecture,

First, there appear to be three fundamental architectural representzticns, gre
for each "player 1in the game," that is: the cwner, the designer ard the
builder. The owner has in mind some product that will serve sorms o
The architect transcribes this product for the owner, the owner's persp
Then the architect translates this representation into & physical procy
designer's perspective. Then the builder applies the constraints cf ¢
of nature and available technology to make the product procucitie
builder's perspective.

°
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Preceding these three fundamental represertations, a gross sizirg, shepe,
scope representaticn is created to establish the "ballpark" within which al}
of the ensuing architectural activities will take place.

Succeeding the three fundamental representations are the detailed, ocut-of-
context representations which technically could be considered architectures
because they are representations short of being the final physical product.
However, they are somewhat less interesting “architecturally" since they do
not depict the firzl product in total, and are more orierted to the actual
implementation activities., Nonetheless, they are included in this discussion
for the purpose of insuring a comprehensive framewovk.

A significant observation regarding these architectural represertations is
that each is of a different nature than the others. They are not merely a set
of representations, each of which is an increasing level of detail than the
previous one. Level of detail is an incependent variable, varying within any
cre architectural representation. For example, the designer's representaticr
(i.e., architect's plans) is different than the owner's representation (i.e.,
architect's drawings). It is not & succeeding level of detzil, it is dif-
ferent in nature, representing a different perspective. The level of detail
of the designer's representation (i.e., Plans) is variable, and quite indepen-
dent from the level of detail for the owner's representations (i.e. Drawings).
Et Cetera.

Given this description of the levels of architectural representation produced
over the process of building a complex engineering product, it is relatively
straight-forward to identify the analogues in the information svstems aree,
since 1information systems are also "complex engineering products."  See
Figure 8.

Different Ways to Describe the Same Thing

In the process of examining the field of architecture to discover the gereric
architectural "products” that are produced ir the construction of a complex
engineering product, a seccnd important idea emerges with regard to descrip-
tive representations (or architectures). In addition to the different perspec
tives which have to be represented (e.g. the owner, the designer and the
builder), there also are different types of descriptions. For example, there
are functional descriptions, and there are material descriptions. It is

¥
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Levels of Architectural Representations

Fepresentation

Drawings

tructure

Buciness
Cescription

GENERIC BUILDINGS AIRPLANES INFORMATION SysTEMS
“Ballpark" Bubble Charts Concepts Objectives/Scope
Cwrer's Architect's Work Breakdown

Designer's

Architect's

Engineering

Informaticn Syster

6111 of Materials

Representation Plans Design/8i11 of Description
Materials (Conceptuzl Mcdel)
Tecnnology
2uilder's Contractor's Plans {Manufacturing Constrainea
Kepresentation Engineering fesign/

Description
(Physical Mccel)

Qut-of-Context
Representaticr

Shop Plans

Assembly/Fab-
rication Drawings

Detailed
Description

Machine Tool

Mumerical Code

Machine Language

Representation Programs Qescription
(Object Code)
rroduct Building Airplane Information System
Figure 8. The levels of architectural representations prcduced over the process

of building a complex engineering product along with the analogues
in the building, airplane, and information system communities.

common for

any physical

product

to have

functional

differentiated from material specifications.

In developing functional

descriptions, the

person who

specifications as

is preparing the

description is looking at the product from the perspective of how it works or

what it does.

The focus 1is on

the “transform"

that

is takirg place.

Typically, the generic descriptive model that is used to describe transform is
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“input - process - output" where “process" represerts the trarsfore

“inputs" and "outputs" are resource flows that lirk the transforms <.
scme sequentizl fashien. An example of a functicnal descriptior mi
process cdescription of an 01l refinery,

i(') y

AR
p

In contrast, a description of the material components of a precuct foce
structure as opposed tu transform. The describer's perspective i =
product is made out of." The generic descriptive mocdel tyoically yses
"thing - relationship - thing" where “thing" is some materizl ang
"relationship” specifies the structural relatiornship between ogre
(thing) and another component (thing). An example of the
description of & procduct is a bill-of-materials.

e
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whnen &n architect is describing multiple units in, for exarple, & cevel
prcject, the geographical relationship between the ccmponents
significent as provisions must be made fer the flow of traffic,
electricity, gas, etc. from unit to unit. In this event & flow descr:
composed generally of “site - link - site” is appropriate for descrivir
product.

In any case, a complex engineerirg product may have & verietv cf
cescriptive models deyend1ng on the use cof the descriotion. {Llear’., tre
are, for example:

3. Functional descriptions - How it werks,
b. Material descriptions - What it's made of.
c. Geographical description - Where flows exist.

There may be other descriptions including:
d. Organization descriptions Who is invoived.

e. Dynamics descriptions When things happen.
f. Objectives descriptions - th things happen.

etc.

For 1985 purposes, it is complex enouch to focus on the Functionzl, Matertal
zrnd Geographice) descriptions which address transform, structure ard flow.
Consiceraticn of the other descriptions can be postponed at least tercorar: .
until the earchitectural implicaticns of the first three are approgriately
assimilated,

As in the case of the levels of architectural representaticns, the !rformgticr
Systems analogues for the different descriptive models are alsc reacdily
jdentifiable.

The functional description is obvious, ir fact, the informatior svste~s
terminology is identical, "input-process-output.”

The material description, describing the what the product is made cf ecuate
to the data description, data being the "stuff" the informatior <syste
products are made of.

The geographical description (flow model) eguates to the networe o
communications description. See Figure 9.




CESCRIPTIVE MATERIAL FUNCTIONAL GEOGRAPERIZ
MODEL (Structure) (Transform) (Flow)
-Thing- -Input- -Site-
Generic -Relationship- -Process- ~Lirk-
Fermule -Thing -Output- -Site-
1/S NAME: DATA MCODEL FUNCTIORAL MOCEL RETWORK MIZEL
(Structure) (Trarsform) (Flow)
Specific -Ertity- -Input- -Node-
Fermula -Relaticonchip- -Process- -Lire-
-Entity- -Cutput- -Ncce-
Ficure 9. WVarious descriptive models fcr describing cbjects (products) eleng

with the Information Systems analocues.

The Framework

Cordining the two ideas that:

a. There are a set of architectural representations produced to
represent different perspectives involved during the process of
building complex engineering preducts, and

b. There are different types of descriptive models for a product,
developed for different purposes,

results in specifying the relationship between them, that is, for every
different descriptive model (functional, data, network, etc.), there is a set
of architectural representations, reprecenting the different perspectives of
the different people involved (owner, designer, builder, etc.).

Trhe single factor that makes this relationship signiiicant is that each
element on either axis of the resultant matrix is explicitly differentizble
freom all other elements on the same axis. That is, th: data model (entity -
relationship - entity) is different from the functional model (input - process

- output). The functional model (input-process-output) is different from the
network model (node-lire-node). Et cetera.
- 12 -




DESCRIPTIVE DATA FUNCTION NETWCEs
ARCHITECTURAL  MODEL ENT.-REL.-ERT. | IN-PROC.-OUT |5ODE-Linr-nooc
PERSPECTIVE
"SCOREY
DESCRIPTION
BUSINESS
DESCRIPTION

hFO MAT’ON SYSTEMS

CONSTRAINED

DETAIL

DESCRIPTION

y"’rh P‘lg LH\\HJhCC
DESCRIPTION

Ficure 10. A Framework for Information Systems Architecture.

By the same token, the business description (owner's perspective) ic differert
from the Information Systems Description ({designer's nperspective). Tre
Information Systems Description (designer's perspective) is different frcm the
Technology Description (builder's perspective). Et cetera. Note once eagain,
for example, that the Information Systems Description 1is not merely a lower
level of detail than the Business Description. It is different. It woulc be
analytically convenient if it was one-for-one, more detail - and at t:i=es it
Just happerns to work out that way, but not as a generil ryle. Level of cete:!
is an independent variable. That is, the level of detail in any one cescrip-
ticn can vary independently from the level of detail in any other descripticn.,

In any event, each of the elements on the "perspective" axis are different ir

nature just like the elements on the "deccriptive model axis" are different ir
nature.

- 13 -
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expiicit differentiation of elements on either axis g cipersficse-
use, since it is pnssible tn genericaily characterize ever, elg=wrt -
axes, it {s then pgssible to explicitly characterize the
every cell in the matrix. Such a characterization constitutes th
tion of a freamework for Information Systems Architecture, as fol)

3 Ap

T oor

Architectura! Represertations for Descritirg Data

IR

First, focusing on tne Data (entity-releticnship-entity) colure a ¢ furtree,

1ﬂo#1rﬂ at the Scope Description Tevel arrnwuecturai representatic cre -
et tg find a list of things of significance to the business Under comeio.

e*a ion.

This representation would be a list of °h:ncs (i.e. material; grar—a<:
rourc) as opposed to a list of actinnrs processes; grammaticeal

”

(1

A list of actions {verbs) could be expec *pd in the next column, tre
1)
la

cclumn.  The list of things (materi in the Date column wou'id be
j in the data modeling vernacu

Since this architectural representaticr is at the Sccpe Descriptinr level,
would 2lso eapect that the entities (things) would likely be ertity "clacce
hicher levels of aggregation, because the decision bewnc made as & re:
this level of description would be one of scope, ndt one of cesigr. 7Th
a selection would be be*ng made of the entity class or classes in wh
inrvest [/S rescurce for "inventory" management purposes.

Further, at this level, one might not expect to be definitive about tre rele-
ticrship between the entities. The scope decision would constitute overizyinc
the busiress values on the total rarge of possibilities to identify a subset
cf entity classes for implemenrtation which is consistent with the resources
aveiledle fer investing in informetion systems, specifically, in this case,
the manage?ent of the selected class (or classes) of data. (For exarole, see
Figure 11.

WWW  ENTITIES

Product Policies & Procedures
Fart Legal Requirements
Supplies G/L Accounts
tquipment Accounts Payable
Empioyee Accounts Receivable
Cusiomer Long Term Debt
Supplier Marketplace
Competitor Promotlion

Bidg. & Real Esicte Purchose Order
Objectives Customer QOrder

Job Froduction Order
Organizotion Unit Shipment

Figure 11. Data column. Scope Descripgion row.
Example: List of Entitiec,
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Looking at the rext lower level of architectural representatica in tre
the owrer's representation or Business Descriptioa,swgat could be artic
for example, is an "entity-relationship diagram,“"'>7”* :

[or I O
mE LTy

e Gou

At this level, '"entity" would mean "busiress entity" as oppcsec 1c
entity,” which would be found at the succeeding level. For exerzle,
owner, 1in descriting the business, would specify an entity like "erp)
what he/she would have ir mind would be the real thing, that is, fie
blond "employee." That meaning of employee is entirely cifferery
Information Systems Description (the designer's description) in
"employee” would refer tc a record in a machine which alco happens
called "employee," conceptually, entirely different.

s 7

{E~R-M for Class Problem.

(BERT © oY —

8nsigned > 1
DEPT '\Q—<>_‘-_TEJ_,
c\omr:u {;\%

~,

/

\ "' .
/ L
o/ oNeToly

| OFFICE (Bt Ol ppp |
e

Figure 12. Data column. Business Description row
Example: Entity-Relationship Diagram.

Further, when the owner, describing this business, would specify @
relationship between the entities, what he/she would have in mind would be
the business rule that relates one entity to another entity.’ This is, for
example, "cne employee must have ore (and only one) organization to which
he or she belongs for payroll purposes.” This is a business rule anc not a
deta relationship as would be expected in the next lcwer architectura)l level,
the Information Systems Description (designer's perspective)

.

In attempting to find “real 1life" examples of each of the architectura)
reoresentations, it is interesting to note that finding good exarples which
crisply illustrate each representation 1is very difficult. There are tuo
reasons for this. First, as the real 1life representations were being
developed, no framework existed to clearly define and differentiate one
representation from the others. Therefore, many real Jife illustratiors are a
mixture of representation, both conceptuelly (e.g. business entities ard data
entities oet mixed together) and physically (e.g. ertities and inputs/outputs,
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that is, user views, from the Function column, get mixed together). Secorcly,
real life examples are hard to understand because it is not alwayvs clear wrzt
level or model the author had in mind when developing the representation.

(<

An illustration of this difficulty exists in Figure 12. It is clear that this
model s describing Data and not Functien (the middle column), byt tre
questien is, did the author have in mind a description of a business or =&
description of an information system? In this case, it is likely that trnis is
a description of a business because of the existerce of the "mary-to-mary”
relationships including the one between the department and project entitiec.
Many-to-many relationships cannot be implemented on & two dimensional machire.
They have to be resolved into many-to-one and one-to-many rexatxonshxps by
creating an artificial entity Lhrough the concatenaticn of the keys of the twe
original entities' keys. That is, in order to make the bus1ne<s descripticn

into en information systems product it has to be "ncrmalized. Therefore,
the person who built the mode! in Figure 12, probabiy ha¢ in ming cpscr~k~r~ 2
business as opposed to an information system. (Although, becau 2
"framework" may not have existed at the time the moce! was built, u"*:n
conceptually differentiated the two descriptions, the actual picture mzy be
mixed conceptually, that 1is, not clearly a business descripticn or an
informetion systems description but a little of both. Ee that as it may, the

example in Figure 12 is more likely to be a businecs descriptior.)

Looking at the next level down in the Data column, the Information Systems
Description (designer's perspective), one might expect to find, for example, a
"data model."

In this case of an Information Systems Description as opposed to & Business
Cescription, the meaning of "entity" would change to that of & record in &
machine and a relationship would change to that of a data relationship,
Cleariy, the example in Figure 13 is a mcdel of an informaticn system anc not
a model of a business because of the existence of "artificizl"” entities,
specifically the "DEPTPROJ" entity, the concatenation of department and
project which clearly is not a real life thing, but an information system
thing created in the process of trarslating the business description into en
irformation systems "product."”

[CONCEPTUAL DATA MODEL — CLASS PROBLEM

N .
IS v

iléﬁ@

Figure 13. Data column. Information System Descripticn row.
Example: Data Model.
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Ornce again, shifting to the next level of architectural representatior ir tre
data column, the Technology Constrained Description, what could be erpec-er

would be the physical implementation or data design for the corceptuc! rrzel
of the information system above.

DL/1 PHYSICAL MODEL:

DAL HD AR - HDAM
HLIseF)
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I | !

| | :
(e T . .

e C |
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Figure 14. Data column. Technolgcy Description row.
Example: Date Design™ -

At the Technology Constrained Uescription level, the laws of nature arg
techrolocy constraints are being applied. A decisior is made tc use IMS cr
CE2 or XYZ and depending on the choice, the meanwnc of entity anc relgticner:
change. In the case if IMS, entity means "secment" and relaticnshic rezn
"poirter.” 8In the cese of DBZ, entity means "row" and releticnship mez-
"key," etc,

Proceeding down the Data column to the Detail Description, or "out-of-context”
level of description, the example would be some data description lenguege like

DBOGEN ~ SAMPLE STATEMENTS

{

DBO NAME=CLINIC ACCESS=HIDAM m
DATASET QU1-HI00.DEVICE-I340 y} [ =

SEGM NAME=PATIENT PARENT=0BYTES=100
EIELD NAMEs wms@wﬂ‘r’"& 40.START«1
SEGM NAME«COMPLNT PARENTSPATIENT BYTES=27, RULES-FIRSI
FIELD NAME=ILLNS,AYTES=15START=1
SEGM NAME-TRTMNT PAFENT=COMPLNT BYTES®140
FIELD NAME~ (onsgggwan SeBSTART=!
FIELD NAME~ACTN BYTES=100.5TART=9
SEGM NAME~BILLING PARENT=PATIENT BYTES+80.RULES=LAST ST, ot
SEGM NAME-PAYMTPARENT-RILLING BYTES-€0 L
SEGM NAME=HOUSHLOPARENT=PATIENT BYTES=S0 AL
FIELD NAME=RELATN,BYTES«20,5TART=31

DBDGEN
FINISH
END

Figure 15. Data column. Detail Description row.
Example: DBOGEN
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a OCBDGEN in which the entities are ppcnfacat1%§s of the "fieige" arg
relationships are specifications of the "adcresses.

This description is "compiled" to produce the Machine Lanquage represersz~ic-
(relative addressing, not shown in the figure) which is further "link ec:tec
to produce the actual physical data residing in the machine.

It is clear that real 1ife examples can be fournd to illustrate the 1
architecturz] representations, representing various viewpoints or pers
that are crezted for the data (or material) description ¢of the in
system.
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Ficure 16. Total set of architectural representations describing data.

Architecture Representations for Describing Function

Similarly, examples can be found for describing Function (Irput-Process-
Qutput).

At the Sccpe Description level, a comprehensive list of the range of
possibilities for functional automation could be expected. Ir describinc
Function, the elements of the descriptive model are input-process-output.
Furction is eocuivalent to ‘process' and would likely be some process "class”,
a relatively high level of aggregation, as the decision being made at the
Scope level 1is the selection of some subset of the business pracesses
appropriete in which to invest some finite amount of infcrrmation




svstems resources for automation purpcses. Further, in makin
decision, by overlaying the business values against the tots! rs
automation possibilities, it is unnecessary to be definitive about tre +roy-
end output Tlinkages between the functions. Therefore, simply & 1ic: ¢+
business procegses would approprietely be expected at thr )
regresentation.

SAMPLE MANUFACTURING PROCESSES j

« Determine Product Requirements
- Pilan Production
+ Purchase Raw Materials
+ Control Raw Materials Inventory
+ Produce Product
Assess Production Quality
 Control Product Inventory
Distribute Product
Market Product

+ Process QOrder

Figure 17. . Function column, Scope Desgription row.
Example: List of Processes

Proceecing to the Business Description glgyel, what cculd be expectec, for
example, is a functional flow diagram,”””  in which “process" wculd be 2
business process (not an information systems process) and input/output woulc
be business resources like people, cash, material, product, etc.

rigure 18 is clearly a business model (as opposed to an information systems
medel) because, in the origiral, it can be seen that the inputs and outputs
are business resources (not necessarily information). This particular example
in Figure 18 1is a very high level example, not putting much detail
specification around either the inputs/outputs or the processes for that
matter,

An example of the level, the Information Systems Description, would be &
data flow diagram™’ in which processes would be information systems

(application) processes (not business processes) and the inputs/outputs woulc
te "user views" (some acgregates af data elements that flow irtc and ocut of
the applications processes, conrecting them in some sequential fathien,




cr———.

- ——

-

Lo
b e m—
boe
‘l..\] }
= p— = Pl -y
——e
..
[Py - ]' R !
[ R
e ISR ~ o

Figure 18. Function cclumn,
Business Description.
Example: Functional Flow
Diagram.

Figure 19 js, once agein, a very high level data flow diagram in the I
convention which shcws inputs and outputs (user Views) as well es corer
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Figure 1¢. Function celumn,
[nformation Sveters

Description.
Example: Date Flow
Diagram

(the arrow from the top) and mechanization (the arrow from the bottor).

Applying the physical constraints of the technology chosen for implementaticon,

for example; disks vs. tapes, IMS vs,

CICS, COBOL vs. FQRTRAN, video dusDTa“s

vS. typewriters, etc.; results in the Techno]ogy Constra1ned Bescription in
which process is a computer function and inputs/outputs are device formats.

The predictable reprgfef§ation would be a structure chart with screen/device
formats (Figure 20).°"® (NMote that this does not preclude depicting the
manual functions thet are introduced as a result of the employment of the

technology.)
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Figure 20. Function column,
Technology Description.

Exeample: Structure Chart.

Figure 21. Function column,
Detail Description row.

Examplie: COBCL proaram,
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At the Detailed Description level the example 1S @& preogram in wrigh

1re
process is a language statement and the inputs/outputs, control tloove -

The program 1is compiled to produce object code, the Machine Llzrc :zce
representation which in turn is assembled to produce running Insiruct<rne, ths

actual, physical system,

Agair, it is clear that examples can be found for every descrize:
representation for the Functional Model as well as the Data VMccel.
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Figure 22. Total set of architectural representations
representing Data and Function.

Architecture Representation for Describing Network

Examples of the architectural representations for describing Network (noce -
line - node) are as follows:

k%t the Scope Description level, a map. (See Figure 23.)

At the Business Description level, specification of the business wunit
locations for the ncdes and the business relationships (e.g. organizational,
product, informational, etc.) for the lines. (See Figure 24.)

At the Information Systems Description level, specification of the 1/¢
function for the node (e.g. processor, storage, access, etc.) and line
characteristics for the lines, (This is the "distributed systems" decision
description.) (See Figure 25.)
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Figure 23. Network column.
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Example: A map.
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Figure 25. Netwerk column., Information Systems Descripticr rewm,

At the Technolegy Constrained Description level, the nodes zre c¢r
hardware/software implementations (e.ag. 4341, CICS, NCP VTAM, etc.:@ &
lines are line specifications. (See Figure 26.) °

At the Detziled Description level, nodes are addresses an¢ lines ar
protocols. (Il don't know much about communications, but these &ro probab]
“cempiled" to produce some object code equivalent which is then "link-ec:tec
to produce the running network.) (See Figure 27.)
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Figure 26. Network column. Figure 27. Network column.
Technology Description row. Detail Description rcw.
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In summary, examples can be found to illustrate every hypctretica!
architectural representation postulated by the relationship between <tne
different descriptive models and the various levels of arcrmitectural
perspective.
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Figure 28. Framework for Information Systems Architecture.

Conclusions

When the question is asked, "what is Information Systems Architecture?” The
answer is, "there is not an Information Systems Architecture, but & set of

them!" Architecture is relative. What you think architecture is depends upon
what you are doing.

0 If you are programming, you probably think ‘architecture' 1is @&
structure chart.




0 If you are the Data Base Administrator, ycu prebably e
‘architectyre' is data design.

0 If you are the Data Administrator, you probably think 'arcrivess -
is & data model.

0 If you ar Analyst, ycu probably think 'architecture' is & cz-z < r.
diegream,

0 If you are & Planner, you prchably think 'architeztyre' ig c¢-~=
combination of entity/relationship diagram and functicral “3-.
diagram.

0 If you are the Cormunications Manager, you probetly  treorx
‘architecture’ is  the yet tn  te named cormuriceatiers
representations.

0 If you are the QOperations Manacer, you probebly thirs 'arcrizecture’
is the "systems architecture.”

0 If you are the President, you probably think ’crchitecture is 1ne
entity classes, process classes and 2 map.

0 If you are the Program Support Representative, you probebly think
'architecture' is the detailed descriptions.

0 If you are the Computer Designer, you probably think 'architectyre!
is machine language. (The level not representec on the summary

chart.)

It is little wonder we are having difficulties communicating with one arother
about architecture because there is not an architecture, but a set of
architectural representations. One 1{s not right and another wrong. The
architectures are different. They are additive, complementzry, There are
reasons for electing to expend the resources for developing eacn architectural
representation, And, there are risks associated with not cevelcping any one
of the architectural representations.

Research is being done to put some more explicit definitions around each cof
the architectural representations in this framework, to understand the design
issues, the reasons for developing each representation, the risks associated
with rot developing any one, and the "tool" implications of each ceil. This
research and some of the management implications of the framewsrk will be the
subject of forthcoming articles in the “"Framewnrk" series.

Summary

In summzry, by studying fields cof endeavor external to the information
systems community, specifically those professions involved in producing
complex engineering products {e.g. architecture/construction, manufacturing,
etc.), it is possible to hypothesize by analogy, a set of architectural
representations for Information Systems.




The resultent “Framework for Information Systems Architecture” cc
quite vaiuable for:

0

(o]

Improving professional communications within in the irform
systems community;

Uncderstanding the reasons for an risks of not develepir
architectural representation;

“5

ary ore

Placing & wide variety of tools ard/or methodologies in reige-z-
each other; and

Develcping improved approaches {includinc methodoicgies anc
to produce each of architectural representations as well as pos
rethinking the structure of the classic "epplicaticn devel:
nrecess.”
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Appendix B
Standards

1.  Program Management

Configuration Management

MIL-STD-483
MIL-5TD-881

MIL-STD-780

MIL-STD-480

Quality Assurance
MIL-Q-9858

2. Design
Drawings
DCD-STD-IOO
MIL-D-1000

MIL-D-5480

D-779-89-01.2

Configuration Management Practices for Svstems,
Equipment, Munitions, and Computer Programs

Work Breakdown Structures for Defense Materiel
Items

Work Unit Codes for Aircraft

Configuration Control - Engineering Changes,
Deviations and Waivers

Quality Program Requirements

Engineering Drawing Practices
Drawings, Engineering and Associated Lists
Data, Engineering and Technical: Reproduction

Requirements for

DACOM
B-1 D. Appleton Company, Inc.




Preliminary CALS Phase 11 Architecture
Appendix B - Standards

MIL-M-9868
MIL-M-38761
MIL-STD-804
Specifications
MIL-STD-490

MIL-5-83490

MIL-STD-961

Microfilming of Enginesring Documents, 35mm
Requirements for

Microfilming and Photographing of Engineering/
Technical Data and Related Documents

Formats and Coding of Aperture, Copy, and

Tabulating Cards for Engineering Data
Microreproduction System

Specification Practices
Specifications, Types and Forms
Qutline of Forms and Instructions for the

Preparation of Specifications and Associated
Documents

3.  Systems Engineering

MIL-STD-499

Reliability

MIL-5TD-785

MIL-STD-2155

D-779-89-01.2

Engineering Management

Reliability Program for Systems and Equipment
Development and Production

Failure Reporting, Analysis, and Corrective Action
System

DACOM
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Maintainability

MIL-STD-470

MIL-STD-471

Safety

MIL STD-882

Standardization

MIL-STD-680
4.  Support
MIL-STD-1388/1

MIL-STD-1388/2

Maintenance Planning

MIL-STD-1390

MIL-5TD-1629

Support Equipment

MIL-STD-2165

D-779-89-01.2

Maintainability Program for Systems and
Equipment

Maintainability Demonstration

System Safety Program Requirements

Contractor Standardization Plans and Management

Logistic Support Analysis

DoD Requirements for a Logistic Support Analvsis

Level of Repair

Procedures for Performing a Failure Mode, Effects,
and Criticality Analysis

Testability Program for Electronic Systems and
Equipments

DACOM
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MIL-C-45662 Calibration System Requirements

MIL-STD-2077 General Requirements for Test Program Sets

Provisioning

MIL-5TD-1561 Uniform DoD Provisioning Procedures

MIL-STD-789 Procurement Method Coding of Replenishment
Spare Parts

Packaging, Handling, Storage, and Transportation
MIL-STD-648 Design Criteria for Specialized Shipping Containers

MIL-E-17555 Packaging and Packing of Electronic and Electrical
Equipment, Accessories and Repair Parts

MIL-STD-1367 Packaging, Handling, Storage, and Transportability
Program Requirements

MIL-STD-2073 Packaging Requirements
hnical Publication

MIL-M 15701 Content Requirements for Technical Manuals:
Equipment and Systems

MIL-STD-7298 Manuals, Commercial Off-the-Shelf

DACOM
D-779-89-01.2 B-4 D. Appleton Company, Inc.
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MIL-M-24100

MIL-M-38807
MIL-M-38784
MIL-STD-1685
MIL-M-85337

Standardization

MIL-STD-680

D-779-89-01.2

Manuals Technical: Functionally Oriented
Maintenance Manuals (FOMM) for Equipment and
Systems

Manuals, Technical: Illustrated Parts Breakdown,
Preparation of

Manuals, Technical: General Style and Format
Requirements

Comprehensibility Standards for Technical
Manuals

Requirements for Technical Manual Quality
Assurance Program

Contractor Standardization Plans and Management

DACOM
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CALS Phase II Glossary

This section contains a set of definitions for terms used in this report.

CALS Data Dictionary - A set of data standards, defined in IDEF1X, that are
derived from the data element descriptions contained in existing and future

functional standards as well as from other sources, such as PDES, that will be
used as guidelines for the construction and verification of Integrated Weapon
Systems Databases supporting CALS Phase II services.

CALS Data Dictionary System - A specific set of computer programs that are

used to develdp, verify, validate, and manage data standards contained in the
CALS Data Dictionary.

Contractor Integrated Technical Information Service (CITIS) - A specific
implementation of CALS Phase II services on a specific weapon system
program. CITIS results in an Integrated Weapon System Database (IWSDB)
constructed in compliance with the Data Standards in the CALS Data
Dictionary. A CITIS delivery system must comply with appropriate Technical
Standards in MIL-STD-1840A.

Integrated Weapon System Database (IWSDB) - A specific implementation of
Data Standards from the CALS Data Dictionary that supports a specific CITIS.
An IWSDB will inevitably contain data in addition to those specified in the

CALS Data Dictionary but required by a specific weapon system program.

DACOM
D-779-89-01.2 C-1 D. Appleton Company, Inc.
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Functions Data

Data
Network Modeling

Technique

CALS

Data -
Manipulation

Data -

Definition

Data
Dictionary
System

Database
Management

D-779-89-01.2

System(s)

°Defines IWSDB

C-2
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